PREFACE

General Character and Purpose of the Instructor’s Manual

This Manual contains:

(D Detailed solutions of the even-numbered problems.

(ID General comments on the purpose of each section and its classroom use, with math-
ematical and didactic information on teaching practice and pedagogical aspects. Some of
the comments refer to whole chapters (and are indicated accordingly). ‘

Changes in Problem Sets

The major changes in this edition of the text are listed and explained in the Preface of the
book. They include global improvements by updating and streamlining chapters as well
as many local improvements aimed at simplification of the whole text. Speedy orienta-
tion is helped by chapter summaries at the end of the chapters, as in the last edition, and
by subdividing sections into subsections with unnumbered headings. Resulting effects of
these changes on the problem sets are as follows.

The problems have been changed. The large total number of over 4000 problems has
been retained, increasing their overall usefulness by the following.

(I) Balancing by extending problem sets that seemed too short and contracting others
that were too long, adjusting the length to the relative importance of the material in’
a section, so that important issues are reflected sufficiently well not only in the text but
also in the problems. Thus, the danger of overemphasizing minor techniques and ideas is
avoided as much as possible.

(IT) Simplification by omitting a small number of very difficult problems that appeared
in the previous edition, retaining the wide spectrum ranging from simple routine prob-
lems to more sophisticated engineering applications, and taking into account the “algo-
rithmic thinking” that is developing along with computers.

(IIT) Close amalgamation of text, examples, and problems. This has again been
achieved by the large number of over 600 worked-out examples in the text and by in-
cluding problems closely related to those examples. _

(IV) Addition of TEAM PROJECTS, CAS PROJECTS, and WRITING PROJ-
ECTS, whose role is explained in the Preface of the book under Big Changes.

These changes in the problem sets will help students in solving problems as well as in

* gaining a better understanding of practical aspects in the text. It will also enable instruc-

tors to explain ideas and methods in terms of examples supplementing and illustrating
theoretical discussions—or even replacing some of them if so desired.

“Show the details of your work.”

This request repeatedly stated in the book applies to all the problem sets. Of course, it is
intended to prevent the student from simply producing answers by a CAS instead of try-
ing to understand the underlying mathematics.

Orientation on Computers

Comments on computer use are included in the Preface of the book. Software systems are
listed in the book subsequent to Contents and at the beginning of Chap. 17 on numerical
methods. '

ERWIN KREYSZIG
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Part A. ORDINARY DIFFERENTIAL

EQUATIONS

CHAPTER 1 First-Order Differential Equations

Major Changes

Direction fields are now discussed much earlier, in Sec. 1.2. This “geometrical” and “qual-
itative” approach to differential equations may provide a better conceptual understanding
of equations and solutions. The graphical power of a CAS will be helpful in this context.

The second major change concerns the combination of related solution methods. Solu-
tion by separation and solution by reduction to separable form now appear in a single sec-
tion (Sec. 1.3). Similarly, exact equations and integrating factors are both discussed in the
same section (Sec. 1.5).

Team Projects and CAS Projects are included in most problem sets,

SECTION 1.1. Basic Concepts and Ideas, page 2

Purpose. To give the student a first impression of what a differential equation is and
what we mean by solving it ‘

Background Material. For the whole chapter we need integration formulas and tech-
niques, which the student should review.

General Comments

This section should be covered relatively rapidly to get quickly to the actual solution meth-
ods in the next sections.

If an example of a partial differential equation is wanted in passing, Laplace’s equa-
tion

0%u N %u —0o
ax? 2

may be best because of its great physical importance.
Problem Set 1.1 is supposed to help the student with the tasks of

Solving y' = f(x) by calculus, .

Finding particular solutions from given general solutions,

Setting up a differential equation for a given function as solution,

Gaining a first experience in modeling, by doing one or. two problems,

Gaining a first impression of the importance of differential equations,
without wasting time on matters that can be done much faster, once systematic methods
are available.

Comment on “General Solution” and “Singular Solution”

Usage of the term “general solution” is not uniform in the literature. Some books use the
term to mean a solution that includes all solutions, that is, both the patticular and the sin-
gular ones. We do not adopt this definition for two reasons, First, it is frequently quite

1
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difficult to prove that a formula includes all solutions, hence this definition of a general
solution is rather useless in practice. Second, linear differential equations (satisfying rather
general conditions on the coefficients) have no singular solutions (as mentioned in the
text), so that for these equations a general solution as defined does include all solutions.
For the latter reason, some books use the term “general solution” for linear equations only;
but this seems very unfortunate. :

Comment on Example 2

Theoretically inclined students may show (a) by differentiation, (b) directly from the
differential equation, that the solution cannot be continued to the closed interval
—1 = x = 1, where the function is still continuous, but no longer differentiable.

This also illustrates that open intervals generally are the appropriate domains of defin-
ition of solutions.

SOLUTIONS TO PROBLEM SET 1.1, page 8

2. —(cos3x)/3 + ¢ 4. —Le*" e
10. x — yy' = 0 by implicit differentiation and division by 2.

12. From the solution and the initial condition, 0 + 1 = c¢. Answer: x* + y* = 1 (y > 0).

The figure shows the portion of this curve in the first quadrant, together with a
quarter-circle for comparison.

y
1
0.8
0.6
0.4

0.2

o0 02 04 06 08 1 x
Section 1.1. Problem 12

4.y = —x%4 16. y = (m/2) sec x

18. We get an ellipse with semi-axes |a| and b = |a|/2; that is, x*/a® + y2(al2)® = 1.

20. ¢=36% = 1/2, k = 0.192 541, e~* = 0.825 after 1 day, 3.012 - 10732 after 365 days.

22. y" = g. By two integrations y' = gf + ¢; with ¢; = 0 because the stone starts from
rest, s = y = gt*/2 + ¢, with ¢; = 0 because s(0) = 0, the stone starts at s = 0.

24. k follows from 18%°% = 1/2. k = 1n(1/2)/18000 = —0.000038 508. Answer:
¢3500% — 026y, Since the decay is exponential, 36000 = 2 - 18000 would give
(o/2)/2 = 0.25,.

26. y' = ry, where r = 0.08; y(1) equals

1080.00, 1082.43, 1083.28, 1083.29
and y(5) equals ' :
1469.33, 1485.95, 1491.76, 1491.82.

The last two numbers in each line differ only slightly from each other, as claimed.
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SECTION 1.2. Geometrical Meaning of y’ = f(x, y). Direction Fields,
page 10

Purpose. To give the student a feel for the nature of differential equations and the gen-
eral behavior of fields of solutions. This amounts to a conceptual clarification before
entering into formal manipulations of solution methods, the latter being restricted to rel-
atively small—albeit important—classes of equations. This approach is becoming in-
creasingly important, especially because of the graphical power of computer software. It
is the analog of conceptual studies of the derivative and integral in calculus as opposed
to formal techniques of differentiation and integration.

Comment on Isoclines

These could be omitted since students sometimes confuse them with solutions. In the com-
puter approach to direction fields they no longer play a role.

Comment on Order of Sections

This section could equally well be presented later in Chap. 1, perhaps after one or two
formal methods of solution have been studied.

SOLUTIONS TO PROBLEM SET 1.2, page 12

2.y=x+¢ 4, y = ce?* 6.y=x3 +¢
8. y=ce®—x—1 . 10.y=x22 +4

12. y=ce™®2 c =14 bell-shaped curve

14. The exact solution is y = /(x — 1). This is not part of the problem because the
solution is obtained by separating variables (which is discussed in the next section),
dyly? = —dx, Yy = U(x + ¢), ¢ = —~1 from the initial condition.

16. s'(#) = 1/5(r). Exact solution s = + V2t + 1; this is not part of the problem; it is
obtained by separating variables, s ds = dr, s2/2 = ¢ + ¢, 5% =2t+c and 5(0) = 1
gives ¢ = 1. Now take square roots.

18. The main points of this problem are to realize that a direction field can give general
information on solutions and that the present differential equation permits direct con-
clusions. We can write it

(A) Y =dy -y =y —y).
We now see that y = 4 is a solution. For x = 0 Eq. (A) gives

¥'(0) = y(0)(4 — y(0)).

For 0 < y(0) < 4 both factors on the right are positive, so that y'(0) is positive.
- Similarly, as long as 0 < yx) < 4, we get y'(x) > 0, that is, an increasing curve.
When y(x) > 4, then y'(x) < 0 and the curve decreases.
20. CAS PROJECT. (a) The point is that enlargement of subregions may give a more
accurate impression.
(b) y = ce™2* is monotone, and the simple direction field may help the student gain
confidence in the method. Note that the isoclines are horizontal straight lines
Y = const, a property that should also become visible if the field is produced by
computer, without reference to isoclines.
(¢) The impression of circles should come out very nicely.
d) y' = —x/dy
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SECTION 1.3. Separable Differential Equations, page 14

Purpose. To familiarize the student with the first “big” method by solving simple equa-
tions as well as some that require more skill, along with initial value problems (which are
simple to solve, once the general solution has been found). Applications of separable equa-
tions follow in the next section.

Comment on Example 1

From the implicit solution we can get two explicit solutions

y=+2Vc - (x%9),
representing semi-ellipses in the upper half-plane, and

y = —2Vec — (x%9),

representing semi-ellipses in the lower half-plane. [Similarly, we can get two explicit
solutions x(y) representing semi-ellipses in the left and right half-planes, respectively.]
On the x-axis, the tangents to the ellipses are vertical, so that y'(x) does not exist. Simi-
larly for x'(y) on the y-axis.
Comment on Separability

An analytic function -f(x, ) in a domain D of the xy-plane can be factored in D,
f(x, y) = g(x)h(y), if and only if in D,

f:cyf = fx.fy

[D. Scott, American Math. Monthly 92 (1985), 422—23]. Simple cases are easy {0 decide,
but this may save time in cases of more complicated equations, some of which may per-
haps be of practical interest. ’

SOLUTIONS TO PROBLEM SET 1.3, page 18

2.25x2+y2=c¢ 4. 1/x® + ¢ 6. V/(kx + ¢)
8. x(u + xu') = xu + x, u'x =1, 4 = Ux, u=Inll + c = ylx Answer: y =
x(n |4 + o).
10. y + 4x = v,y’ = v’ — 4 = v® by the differential equation. Hence v =0+ 4
We may set v/2 = w. Then 2w’ = 4(w® + 1). By integration, arc tanw = 2x + ¢,
w = tan 2x + ¢) = v/2 = y[2 + 2x. Answer: y = —4x + 2 tan 2x + ©).
12. yy' = —x, y¥2 = —x%2 + G, x> + y* = c. From this and the initial condition,
12 + (V3)? = 4 = c. Answer: x* + y® = 4, a circle of radius 2.
14. By integration, y%/4 + x%4 = c. From this and the initial condition, 1/4 + 0 = c.
Answer: x* + y* = 1.
16. By separation of variables, dy/(1 + 4y?) = dx. We may set 2y = z, hence y' = z'/2.
By substitution, ’
dz _
21+ 2
hence y = z/2 = }tan 2x + ¢). From this and the initial condition, 0 = Ztanc,
¢ = 0. Answer: y = } tan 2x.

dx, arctanz = 2x + ¢, z = tan 2x + ¢),
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18. By separation, integration, and exponentiation,

dr ~
— = —2tdt, Inr=—-2+7¢, r= ce %
;

From this and the initial condition, r(0) = ¢ = 2.5. Answer: r = 2.5¢ %,
20. Substitute y/x = u,y = xu,y' = u + xu' and simplify to get _
x(u +xu') = x*u — 1? + xu, u' = x(u~ 13
By separation and integration,
du 1 x2 1
—_— = —_— = ~ — 2 —
w—1F % 2u—-12 2 =1

Hence by taking roots, y = xu = x + x/\V ¢ — x2 From this and the initial condi-
tion, 3/2 =14 1/Vc — 1, ¢c = 5. Answer:

x
y=x+ ———.
V5 — 2

22. We substitute y/x = u,y = xu, y' = u + xu’ and simplify, obtaining

c—x%’

x(@ + xu') = xu + x2sec u, u' =secu, cosudu=dx sinu ='x + c.
From this and the initial condition ¥(1) = 7 we have u(l) = m, 0 = sin7w =
1+ ¢ c= —1. Answer: y = x arc sin x-D. dv

24. v =x-+y——2,y' =p -1 =02’v' =% + lcanbeseparated,m=dx,

arctanv=x+c,y=v—x+2=2—x+tan(x+c).
26. TEAM PROJECT. (a) Note that at the origin, x/y = 0/0, so that y' is undefined at

the origin.

b) &y)' =y +xy =0,y = —ylx

(©) y = cx. Here the student should learn that ¢ must not appear in the differential
equation. y/x = ¢, y'/x — ylx®? = 0,y = yix. '

(d) The right sides —x/y and y/x are the slopes y' of the curves. Orthogonality is im-
portant and will be discussed further in Sec. 1.8.

SECTION 1.4. Modeling: Separable Equations, page 19

Purpose. This section contains some typical applications to choose from, depending on
students’ interests and background. They serve to convince the student of the practical
importance of differential equations. Similarly, Problem Set 1.4 contains much more
material than one would ordinarily wish to discuss.

Comment on Example 4

Although Newton’s second law involves acceleration, hqnce a second derivative, it is
often possible to stay within first-order equations, as in this case,

Comment on Footnote 4

Newton conceived his method of fluxions (calculus) in 1665-1666, at the age of 22.
Philosophiae Naturalis Principia Mathematica was his most influential work.

Leibniz invented calculus independently in 1675 and introduced notations that were
essential to the rapid development in this field. His first publication on differential cal-
culus appeared in 1684.

R
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SOLUTIONS TO PROBLEM SET 1.4, page 23

2.

10.

12,

14.

y" = k (constant acceleration). By two integrations, y = 3k#> + 10¢, where we used
the given initial speed. After 50 sec we have y(50) = 1250k + 500 = 2000. This
gives k = 1.2. By differentiation and substitution, y'(50) = 50k + 10 = 70 meters/sec
= 252 km/hour.

. Acceleration y" = 7t. Hence y' = 712, y = 7¢3/6, y'(10). = 350 (initial speed of
further flight = end speed upon return.from peak), y(10) = 7000/6 = 1167 (height

reached after the 10 sec). At the peak, v = 0, s = 0, say; thus for the further flight
(measured from the peak), s(z) = (g/2)* = 4.9, v(r) = 9.8t = 350 (see before).
This gives the further flight time to the peak ¢ = t; = 350/9.8 = 35.7 and the fur-
ther height s(t;) = 4.9, = 6245. Answer: 1167 + 6245 = 7412 [m].

L e 0 =1 k= &n} = 0069315, e7* = 0.01 (1% is the remaining moisture).

1
Answer: ty = I In 100 = 66.4 min; practically 1 hour.

. The acceleration is a = 9 - 10° meters/sec?, and the distance traveled is 5.5 meters.

This is obtained as follows. Since s(0) = O (i.e., we count time from the instant the
particle enters the accelerator), we have for a motion of constant acceleration

t2
(A) s() =a ? + bt
and the velocity is
v = s'(t) = at + b.
From the given data we thus obtain v(0) = b = 10% and
v(103) = 1073 + 10 = 10*
so that
a=103(10* - 10%) = 10" — 108 =9 - 108.
Finally, with this a and that b, from (A) we get

—6

10
5(1073) = 9 - 10° - +10%- 1072 = 5.5 [m].
At the earth’s surface the minimum velocity for escape is vo?, and from (11) and (12)
in Example 4 we see that then the square of the velocity at any distance r from the
center of the earth is

2gR? 2gR?
82 vt — 2R =2

v(r)? =
r

so that at the point of separation ro = R + 1000 (i.e., 1000 km above the earth’s sur-
face) the projectile has the velocity

2gR? 2 - 0.0098 - 63722
()= 4/ i = \/ 7 = V107.95 = 10.39 [km/sec].
£ 0

This is the minimum velocity of escape at the separation point.

AA = —kAAx (A = amount of incident light, AA = absorbed light, Ax = thickness,
—k = constant of proportionality). Let Ax — 0. Then A’ = —kA. Hence
A(x) = Age ™" is the amount of light in a thick layer at depth x from the surface of
incidence.

Let y(r) be the amount of salt in the tank at time ¢. Then each gallon contains y/400
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Ib of salt. 2A7 gal of water run in during a short time At, and —Ay = 2A¢(y/400) =
At y/200 is the loss of salt during Ar. Thus Ay/At = —y/200, y' = —0.005y, y(r) =
100e~%9%%%, Answer: y(60) = 100e~°3 = 74 [Ib].

16. Let V = V(z) be the volume and » = r(¢) the radius. Then the area is A = 472 The
rate of change dV/dt is proportional to A; thus by the chain rule, denoting the con-
stant of proportionality by £,

v av dr_4 2dr-kA-4k 9
dr  droar g AT

At ¢ = 0 the radius is 1 and after 2 months, it is 3. Now dividing the previous equa-
tion by 47r? and integrating, we obtain

ﬂ =k, r=kt+c |
dt
and that condition can be used to find k and c,
r@0 =c=1, r=kt+1, rQ=2k+1=1

Hence k = —1/4, and from this and the condition that the ball have radius 0.05 cm,
we obtain

005 =r(®) = -3t + 1, thus . r=4-095=38.

The answer is 3.8 months.

18. W = mg in Fig. 12 is the weight (the force of attraction acting on the body). Its com-
ponent parallel to the surface is mg sin &, and N = mg cos a. Hence the friction is
0.2mg cos a, and it acts against the direction of motion. From this and Newton’s sec-
ond law, noting that the acceleration is dv/dt (v the velocity), we obtain

dv .
m 7 = mg sin a — 0.2mg cos «
= m - 9.80(0.500 - 0.2 - 0.866)

= 3.203m.

The mass m drops out, and two integrations give

, 12
v = 3.203: and s = 3.203 7 .

Sihce the slide is 10 meters long, the last equation with s = 10 gives the time
r=7%V2-10/3.203 = 2.50.
From this we obtain the answer

v = 3.203 - 2.50 = 8.01 [meters/sec].

20. TEAM PROJECT. (a) This property is worth noting. It is obtained by substituting
t = #(h) into v(7); thus

a=g v=g, h=g?2, t=V2hg v=gV2hig="\2gh
(b) This is a typical exercise in modeling. It is remarkable that A and B(h) in (14)

are unspecified, so that (14) could serve as a model for various types of tanks
(cylindrical, conical, hemispherical, etc.). BAh is the decrease in volume when %
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decreases by Ah during a short time A¢, and this must equal AvAt, which, by
Torricelli’s law equals A + 0.600V2ghAt. By equating the two expressions, and
introducing a minus sign (since the water level decreases), we get

BAh = —26.56AVhA¢,

Dividing by At and letting Az — 0 gives (14).
(c) This is the simplest case because B is constant (independent of h), and we can
easily solve (14) by separation of variables and integration,

h=Y2 gn = —26.56(A/B) dt
hl2 = —13.28(A/B)t + c.

(d) A/B = (1/100)%, Vh(0) = V150 = 12.25 = ¢, and the tank will be empty at ¢
satisfying '

0 = —0.001328¢ + 12.25; that 1is, t = 9924 sec = 154 min.

SECTION 1.5. Exact Differential Equations. Integrating Factors, page 25

Purpose. This is the second “big” method in this chapter, after separation of variables,
and also applies to equations that are not separable. The criterion (5) is basic. Simpler
_ cases are solved by inspection, more involved cases by integration, as explained in the
text.

Comment on Footnote 12

Condition (5) is equivalent to (6") in Sec. 9.2, which is equivalent to (6) in the case of
two variables x, y. Simple connectedness of D follows from our assumptions in Sec. 1.5.
Hence the differential form is exact by Theorem 3, Sec. 9.2, part (b) and part (a), in that
order.

Method of Integrating Factors

This greatly increases the usefulness of solving exact equations. It is important in itself
as well as in connection with linear equations in the next section. Problem Set 1.5 will
help the student gain skill needed in finding integrating factors. Inasmuch, the method has
somewhat the flavor of tricks, but on the other hand, Theorems 1 and 2 show that at least
in some cases one can proceed systematically—and one of them is precisely the case
needed in the next section.

Comment on Notation in Example 5

The standard notation for (sin y)? is sin® y, hence sin y? clearly means sin (y?); the paren-
theses are superfluous, but we wanted to help poorer students.

SOLUTIONS TO PROBLEM SET 1.5, page 31
2. 2xdx — 2y dy = 0, hyperbolas, with asymptotes y = *x
4. —(2xdx + 2y dy)/(x> + y*)? = 0, concentric circles

6. cos x cosh y dx + sinx sinh y dy = 0. The curves u = const go vertically upward to
infinity as sinx — 0, as x — 0, *m, - - - | see the figure.



Instructor’s Manual 9

8.
12.
16.
18.

20.

22,

0 1 2 3 x
Section 1.5. Problem 6

yx=c : 10. re®® =¢
xcoty + x3/3 =¢ 14. Yes, y = 3.8 sin 2x
Yes, y2 + ye®* =0 '

(@ cos wy),, = 0 but (2 sin wy), # 0. Not exact. By separation of variables,

2 1 ) 2 - ) s
cotwydy = ——dx, —Infsihwyl=—-—x+7¢  sinwy =ce 2%

(] w w :
Now y(0) = m/(2w) gives sin (7/2) = c. Hence ¢ = 1. Answer: > sin wy = 1.

(2xye”“2)y = 2xe*" = (e’z)x shows exactness. By integration,

2
ye* = ¢.

¥(0) = 2 gives ¢ = 2. Answer: y = 2e~%",
Equation (9) becomes s* + t* = const; see the figure in the solution to Prob. 12 of
Sec. 1.1 in this Manual.

. (xy)"tdy — x%dx = 0 has the integrating factor F = y, giving

(A) xtdy — x2%ydx =0,
which is exact because
0Ny = —x72 = (—=x7%),
Now (A) implies
- - xdy —ydx y
xYdy — x 2ydx=—2=a'(— =0

x
so that

= =g, y=cx
x

as claimed, but y = 0 is not a solution of the original equation.

26. ycos (x + y)dx + [ycos (x + y) + sin (x + y)] dy = 0 is exact because

[ycos(x + y)], = cos(x + y) — ysin(x + y)
= [ycos(x + y) + sin (x + y)],.
By inspection or systematically, ’

ysin(x + y) = c.
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28.

30.

32.

34.

36.

38.

40.

The new equation is
3y + D2 %dx — 2(y + Ix"3dy = 0.
It is exact,
M, =N, =6(y + x4,
The general solution is
@+ D532 =c

The new equation is
2cos2xcosydx — sin2xsinydy = 0.
It is exact,

M, =N, = —2cos2xsiny.
A general solution is
sin2xcosy = c.

F = y? gives the new equation

2xy% dx + 3x%y% dy = d(x*y®) = 0,
which is exact and has the general solution x?y® = const.
F = €% gives the new equation

e2®(2 cos ydx — sinydy) = 0.
This equation is exact,
M, =N, = —2¢**siny.
The general solution is e2* cos y = c.
F = 1/(x + 1)(y + 1) gives the exact equation

dx dy

x+1 y+1

The general solution is
y+1=cx+1).

WRITING PROJECT. Suitable equations abound; for instance, the equations
xy)' +y+4=0, bzxdx+a2ydy=0,

etc. can be solved by inspection, separation, or as exact equations.

CAS PROJECT. (a) Theorem 1 does not apply. Theorem 2 gives
LI SPSURN S SO U S |
Fdy  Ysmx 'y sin x 5’ = exp y y—yz.

The exact equation is
y~2dy — sinxdx = 0,

as one could have seen by inspection—any equation of the form

f)dx +gy)dy=10
is exact! We now obtain
u= f—sinxdx = cosx + k(y)
1

1
u:k'(y):—, k:——,
Y y? y



Instructor’s Manual 11

1
U=cosx —— =c.
(b) Yes,
s dy 1 1
y' = y“sinx, —3 = sinxdx, —— = —cosx + ¢, y=——"-—.
y y cosx + ¢

(c) The vertical asymptotes that some CAS programs draw disturb the graph. From
the solution in (b) the student should conclude that for each initial condition
¥(xp) = yo with yo # O there is a unique particular solution because from (b),

1 — ygcosxg
Yo )

E:

@y=0

SECTION 1.6. Linear Differential Equations. Bernoulli Equation, page 33

Purpose. Linear equations are of great practical importance, as Problem Set 1.6 illus-
trates (and even more so are higher order linear equations in Chap. 2). We show that the
homogeneous equation is easily separated and the nonhomogeneous equation is solved,
once and for all, in the form of an integral (4) by the method of integrating factors. Of
course, in simpler cases one does not need (4), as our examples illustrate.

Comment on Notation
We write

y' + p@y = r(»).
p(x) seems standard. r(x) suggests “right side.” The notation

Y+ p@)y = q(x)

used in some calculus books (which are not concerned with higher order equations)
would be short-sighted here because a few weeks later in Chap. 2 we tumn to second-
order equations

¥+ px)y + qx)y = r(x),

where 'we need g(x) on the left, thus in a quite different role (and on the right we would
have to choose another letter different from that used in the first-order case).

Comment on Content
Bernoulli’s equation appears occasionally in practice, so the student should remember
how to handle it. :

Riccati and Clairaut equations are less important than Bernoulli’s, so we have put
them in the problem set; they will not be needed in our further work.

Input and output have become common terms in various contexts, so we thought it a
good place to mention them here.

“ Problems 23—30 express the properties that make linearity important, and their coun-

terparts will, of course, reappear in Chap. 2.
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Comment on Footnote 14

Eight members of the Bernoulli family became known as mathematicians; for more de-
tails, see p. 220 in Ref. {2] listed in Appendix 1.

SOLUTIONS TO PROBLEM SET 1.6, page 38

4.
6.

10.
12,
14.

16.
18.

20.
22,
24.

30.

32.

3.

- 36.

y =ce 2 + 1.25 _
y = ce~"2 + 4. Separation of variables seems simplest here, y' = —(y — 4)x; then

divide by y — 4, etc.

.y = ce~** + ft cosx + 75 sin x. The particular solution can be obtained by substi-

tuting y = a cos x + b sin x, which leads to a = 4b and 17b = 1 by comparing with
cos x on the right of the given equation. This avoids the integration.

y = e % — In |cos x|)
y=x"3nlx + ¢
x%y' + 2xy = (x%y)’ = sinh 5x; now integrate to get

x%y = g cosh 5x + ¢, thus y = x~2(§ cosh 5x + ¢).

These problems illustrate that the integral solution formula (4) can be avoided in many
cases. ’

y = cx®e” — x is the general solution. The initial condition gives ¢ = 1.

This homogeneous linear equation has the general solution y = csecx, and ¢ = —2
from the initial condition.

y = e‘z’”a(c — 1/x) is the general solution; ¢ = 1 from the initial condition.

y = cx~* + x* is the general solution. The initial condition gives ¢ = 1.

Problems 23 —30 require proofs by substitution, so they are basically very similar. By
working these problems the student should become aware of the difference between
homogeneous and nonhomogeneous equations. This will also serve as a preparation
for the corresponding theorems for higher order equations, some of which are im-
portant in constructing general solutions of nonhomogeneous equations from those of
homogeneous equations.

Y+ poy =10, ¥" = —poy = 1olpo), Y' Iy — rolpe) = ~po,

In (y = rolpo) = —pox + €,y = rolpo + ce™ "

u=y%yy' +y*=—x, 3" + u=—x,u’ + 2u = —2x; hence

u=e“2’”|:—fe2“2xdx+c:|=-21-—x+ce‘2”, y=Vu
This differential equation can simply be solved by separating variables,

dx ,
cotydy=—1, Infsiny] =Inljx — 1| +
-

y = arc sin [c(x — 1)] or x=1+5siny.
As an alternative, we can regard it as a differential equation for the unknown func-
tion x = x(y) and solve it by formula (4) with x and y interchanged.

Take x as the dependent variable to get

. dx  2x

—— =y “(sinh 3y — 2xy), —+ —
dy

L.
e = y—zsmh 3y
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38.

40.

42.

4.

and by (4) with x and y interchanged,

x = y‘2I:f y2(sinh 3y)y~2dy + c]
=y 4 cosh 3y + c].

Using the given transformation y* = z, we obtain the linear differential equation

, 1
z + |1 ——)z=xe"
x

which we can solve by (4) with z instead of y,
z= ""(f— exe® dx + c) = xe~%(3e®* + ¢) = cxe™® + Lxe®.

From this we obtain y = V7z.
y' +y =1 — cos (7t/12). Solution:

y=e‘t[f (1 —cos;T—Z) dt+c:|

‘ Tt
= |: (1—0936cosﬁ—02455mﬁ) c:l

where y(0) = 2 gives ¢ = 1.936, so that we get the answer

Tt
=1, “t+]— — —-024 —
y =1.936e¢™" + 1 — 0.936 cos 12 0.245 sin 12

From (4) and the initial condition v(0) = 0 we obtain

(t)—‘W_B(l— —ktlm) h _E_.@_zg,o k
v(t) = T e , where m_g_»9.80_ kel

By integration, using y(0) = 0,

— W—-B — ﬂ _ ,—ktim
o = X |:t . 1-—e ):| .

From v(f) we calculate that v = v when

m 1
b= topit = 7111 T~ 126(W — B) = 17.2 [sec].

This gives y(t.riv) = 105 meters, approximately.
The given equation y' = x3(y — x)? + x~'y shows immediately that y = x is a so-
lution. It is a Riccati equation,; its standard form is

y + @x* — x Yy = £8y2 + x°

as follows by direct calculation.
From w = y — x we have y = w + x, and from the given equation we get

y=w +1=xw?+xtw+x), w —xlw=2xw?

b e et et o et
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a Bernoulli equation. To solve it, set 1/w = z, w = 1/z, w' = —z'/z? and by substi-
tution
z 1 x3 'y 3
T T TITT = —, Z — = —X.
2?2 o 72 x

This linear equation can now be solved by @),

z = %[J‘x(—x3)dx+ c:| = %l:——sl-xf’ + c:l .

: 1 . 14—1
y=wt+x=—+x=|cx""——x + x.
z 5

Answer:

46. By differentiation, y' = y' + xy" — y"»'2 =y + y"(x — 1/y'2). Now (A) y” = 0
givesy = cx + a and a = 1/c by substitution, a family of straight lines. (B) x = 1/y'2
gives by integration y = 2x'/%-4+ ¢ and ¢ = 0 by substituting y and y’ into the given
equation, hence y = 2V, the singular solution, to which the straight lines in (A) are
tangent. '

48. y = ax + b intersects the axes at (—b/a, 0) and (0, b). Length 1 implies that b =
—a/V1 + a® Now a =y’ and we get the equation given in the problem. We write

" = 5. Then the singular solution results from x = —g'(s) = (1 + s2)~%2, From this
and the differential equation, by simplification,
y = sx — s/(1 + sH2 = —3/(1 + 5232,
The result is
x=(1+ S2)-——3/2’ y = _S3(1 + SZ)_3/2,

a parametric representation of the astroid (see the figure). Adding these two expres-
sions, each raised to the power 2/3, we get the formula in the problem.

Section 1.6. Astroid in Problem 48

- SECTION 1.7. Modeling: Electric Circuits, page 41

Purpose. To model by Kirchhoff’s laws those circuits (RL and RC) that lead to a first-
order equation and to discuss the currents for the simplest inputs (constant and sinusoidal).
This is a major standard application of linear equations and will help all students—not
just electrical engineers—to gain further experience in modeling. (RLC-circuits, leading
to second-order equations, follow in Sec. 2.12.)

Shorter Courses. Sections 1.7—1.9 may be omitted without interrupting continuity.
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SOLUTIONS TO PROBLEM SET 1.7, page 47

2. § increases with L, indicating that L has a retarding effect (an inertia effect—to be
studied further in Sec. 2.12, where we show the analogy between mechanical and
electrical quantities).

4. Solve (4) algebraically for I' = dl/dt; this gives I' = [E, — RI]/L, and I' > 0 as long
as Eg/R > I(t), so that I(f) begins to increase when I(0) < Ey/R. Similarly, I(0) >
Ey/R implies that I(f) begins to decrease. _

6. For t = 1 and I = 0.99E,y/R we have from (5%*) with L = 10

E, E
099 —> = —> (1 — M), TR0 =001,

eF10 = 100, R = 101n 100 = 46 [ohms].

8. We obtain
RA + wLB = 0, —wlA + RB = E,
and from this, '
A = —wLE/(R? + ?L?), B = REJ(R? + ?L?).
By (14), Appendix A3.1,

A /Az + B2 — szLonz + R2E02 — Eo
; (R? + o’L?? VR + 212

as in (6), and tan § = —A/B = wL/R.

10. TEAM PROJECT. (a) I(?) is continuous. A jump J/L of I' gives a jump J of LI,
equal to the jump of E(#) on the right side of (4).
M) I=1=1—-%""when 0 =t =4, I, = coe”®? (this is better than writing
cset, which, however, would also work). Now by continuity of I,
I4) =L@ =1— 1% = 0.99.
(¢) Here we proceed as in (b), with letters instead of numbers.

E,
L) =7;l + cie ' when 0=t=agq,

E E
11(0) =0 + ¢y = Iy, ¢ = IO _ =0 , Iz(l’) — Cze—R(t-a.)/L.
R R
Again, ¢t — a in the exponent is practical, but we could use ¢ instead. ¢ follows
from ‘
E, E,
I =c, =] =3 4 {1 — %) RalL
(@) = ¢y (@) R ( 0 R )e

12. From the first line in (11),

EyC
I0) = ¢ + ——— _ =
1 + (wRC)
this gives c¢. Inserting it into the first line, we have
EoC
I(t) = 220 [—e *BC + cos wt + wRC sin wt).

1 + (wRC)?
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14. Differentiation of (7) gives

R1’+R’1+—I——0 200 — HI' +3I=0 a__3 dt
c S I~ t—200""
Hence I = ¢(t — 200)3 and 1(0) = 1 gives ¢ = —1/(8 - 105), thus

1) = (200 — £3(8 - 106) if 0 =¢ =200, I¢f) = Oif ¢ > 200.

16. We want the time such that Q = Qge™¥FC = 0.01Q,. Hence t = RC In 100 = 4.605RC
[sec].

18. 20Q’ + 10Q = 30e~3! is the new equation. For the initial condition Q(0) = 0 we
obtain the particular solution

Q@) = 0.6(¢™"* — ™).

Q') = 0.6(—0.5¢7%2 + 32734 = 0 gives > = 6, 1, = (In 6)/2.5 = 0.717 [sec]
and Q,,, = 0.349 [coulomb]. The larger R has caused a smaller O, at a later time ¢,,.
See the figure, where the upper curve corresponds to Prob. 17.

Q®

0.5
0.4
0.3
0.2
0.1

0

0 0.5 1 1.5 2 ¢
Section 1.7. Problem 18

20. TEAM PROJECT. (a) Use (3*), (3). Then from (7),
i RI(r) = E@®) — Q(/C.
Divide by R and set £ = 0.

(b) This follows from (7). The charge on the capacitor cannot change abruptly. Hence
RI on the left must have a jump of magnitude J, so that I must have a jump J/R.

(© I0)=0by@).I' +I=t,I=t— 1+ e I2) =1+ e 2 dE/dt bas a jump
—2 at t = 2. Hence the current I, for ¢ = 2 satisfies

IL+L=0, L2)=—1+e2

Solution: I, = (1 — e®e".

SECTION 1.8. Orthogonal Trajectories of Curves. Optional, page 48

Purpose. To show that families of curves F(x, y, ¢) = O can be described by differential
equations y' = f(x, y) and the switch to y' = —1/f(x, y) produces as general solution the
orthogonal trajectories. This is a nice application, which may also help the student gain
more self-confidence, skill, and a deeper understanding of the nature of differential equa-
tions. We leave this section optional, for reasons of time. This will canse no gap.
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SOLUTIONS TO PROBLEM SET 1.8, page 51

2. (x — ¢ + (y — 2 — 4 = 0 gives a circle of radius 2 with center (x,, yo) =
(c, ¢®), and we see that the coordinates of the center satisfy y, = x,°, as required.
4. y' = 1/2. This is the slope of these parallel straight lines.

6. From the given formula we get arc tany = x + c¢. Differentiating and applying the
chain rule, we obtain
!

y ' 2
= 1. N =1+ y°
42 1 Answer y 1+y

8. x~%y = c. By differentiation, —4x~%y + x~%y’ = 0. Algebraic solution for y' gives
the answer :

y' = 4ylx.

10. From the given representation we get
2

ye ™ = ¢, e~y — 2xy) = 0, y = 2x.

This is the differential equation of the given family of curves. From this we have the
differential equation of the orthogonal trajectories

Separation of variables and integration gives

dx \ L1
Zydy=——, y2=—-Inlx] +¢=In— +7C
x lx]

Taking exponentials and solving for x as a function of y, we obtain

2 c*
ey =—, x = c*e~ ¥,

X

These are bell-shaped curves—note that in Sec. 1.3 the roles of x and y are inter-
changed.
12. y' = 1/x gives for the orthogonal trajectories y' = —x with the solution

y= -—%xz + c*,

Note that here we have congruent curves as well as congruent orthogonal trajecto-

ries. :
14. Squaring the given formula, differentiating, and solving algebraically for y’, we
obtain ‘
2 » 14 ! 1
Yy —x =g, 2yy =1, y =.
2y

This is the differential equation of the given curves. Hence the differential equation
of the orthogonal trajectories is '

By separation of variables and integration we obtain

Inly| = —2x + C.
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16.

18.

20.

22.
24.

Exponentiation gives the answer

y = c*e %%,
Differentiating the given formula, we obtain
' +y=0. Thus y'=—%.

This is the differential equation of the given hyperbolas. Hence the differential equa-
tion of the orthogonal trajectories is

Separation of variables and integration gives

ydy = x dx, 1y2 =142 + ¢
Answer: The hyperbolas x2 — y2 =
hyperbolas.

c* are the orthogonal trajectories of the given

x + x~1y? = 2¢ by algebra. By differentiation,
2 _ 2
1-x%2+2xly' =0, thus y = 4 p
Hence the equation of the trajectories is
dr K2 —y?
dy 2xy
To solve it for x = x(y), set v = x/y and separate.
2y = P Then m@P+1)=—Inly+7
v: + 1 y _
which gives
v2+1=;—:+1=—2;—*, x4 (y - oF)? = ¥

% — Iy + y = 2c by algebra; 2x/y — [(x2 — 1)/y2 — 1]y’ = 0. Now replace
y' by —1/y’ and multiply by y%/x*:

2y y?

+1 d (P -1
x x x de \ x 2
Integration now gives

y? 1
—tx+ -
x x

Multiply by x to get the desired final formula
x+ c*)P +y2=c*2 — 1.

4x + 2yy' =0, y' = —2xly, y' = y/2x, y= c*Vix
dv = 0 gives dy/dx = —v,/v, and this must equal u,/u, (see Prob. 23).
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Differentiating 4 = e"cosy and using the first Cauchy-Riemann equation,
Uy = Uy, we obtain

—_ — x
Uy = Uy = e*cos y.

By integration with respect to y,

v =€e"siny + k(x),

where the “constant” of integration k = k(x) depends on x because we are dealing
with partial derivatives. From this and the second Cauchy-Riemann equation,

v, =e*siny + k' (x) = —uy, = + esiny.

Hence we must have k' (x) = 0, and k = ¢ = const. Answer: €° sin y = c*,
TEAM PROJECT. (a) The point is that the student should learn to summarize the
essential facts in a given more detailed presentation.

®)

(©

(@)

Differentiating the given equation with respect to x and solving the result-alge-
braically for y’, we obtain the differential equation of the given curves

P b
y =
a’y ’
This involves the constant £ = b%a”; hence we are dealing with infinitely many
families, each corresponding to some value of k. The differential equation of the
orthogonal trajectories is
o2y

y b2

=

By separation of variables and integration,

Inlyl = 111 x| +¢

and by taking exponentials,
' y = cHx @,

We see that a®/b? has substantial influence on the form of the trajectories. For
a? = b? we have circles and obtain straight lines as trajectories. a?/b? = 2 gives
quadratic parabolas. For larger integer values of a®/b® we obtain parabolas of
higher order. Intuitively, the “flatter” the ellipses are, the more rapidly must the
trajectories increase to have orthogonality.

For hyperbolas we have a minus sign in the given formula. This produces a plus
sign in the differential equation for the curves (instead of the minus we had) and
a minus sign in the differential equation of the trajectories,

ro 9y

b2’
By separation of variables and integration we obtain
- a2/b2

y

y = c*x
with a minus sign in the exponent. For a®/b% = 1 we get hyperbolas and for
higher values less familiar curves. :

The problem set contains various cases that lead to other families of curves that
can be handled easily.




20

Instructor’s Manual

SECTION 1.9. Existence and Uniqueness of Solutions. Picard Iteration,

page 52

Purpose. To give the student at least some impression of the theory that would occupy a
central position in a more theoretical course on a higher level.
Short Courses. This section can be omitted.

Comment on Iteration Methods

Iteration methods were used rather early in history, but it was Picard who made them pop-
ular. They are well suited for the computer because of their modest storage demands and
usually short programs in which the same loop or loops are used many times, with dif-
ferent data. Since integration is generally no difficulty for a CAS, Picard’s method has
gained popularity during the past two decades.

SOLUTIONS TO PROBLEM SET 1.9, page 58

2.

6.

10.

General solution y = cx*, so that y(0) = 0 does not specify ¢ and we have infinitely
many solutions, f(x, y) = 4y/x is not defined when x = 0. Note that in Prob. 1 we
had no solutions; hence both cases, nonexistence or nonuniqueness, may occur.

. Separating variables and integrating, we get

dy  2x—2

y mdx, In |y| =In |x2 - 2x| + 2:,

and by taking exponentials _
y = c(x? — 2x) = cx(x — 2).

From this we can see the answers:

(a) No solution if y(0) = k # O or y(2) = k # 0.

(b) Infinitely many solutions if y(0) = 0 or y(2) = 0.

(c) A unique solution satisfying y(xg) = yo if xo # 0 and xy # 2. There are no con-
tradictions to Theorems 1 and 2 because

2x — 2
&,y 2 — o
is not defined when x = 0 or 2.
y=0,y= ce12 (¢ > ), y= ce™™12 (¢ < 0). Thus the solutions in the upper half-
plane increase very rapidly as x| increases, whereas in the lower half-plane they are
bell-shaped curves and approach zero as |x| — c. They are obtained by noting that
y =xyify=0andy = —xyify =0.

. The smallest K is K = (b + 1) and b/(b + 1)? is maximum when b = 1, the value

is 1/4. Hence a = 1/4. The solution is y = 1/(2 — x).

PROJECT. (a) The student should get an understanding of the “intermediate” po-
sition of a Lipschitz condition between continuity and (partial) differentiability.

(b) It suffices to consider the sine term. The validity of a Lipschitz condition follows
from (12) in Appendix A3.1 and the calculation
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Yo = i

The nonexistence of /8y can be seen from the curve of [sin x|, which has a 90°
cusp at 0; formally, if x = 0, then

sin

|sin y, — siny,| =2

Il/\

2

COS # 2 = l}’z - }’1‘- 1

|sin (x + Ax)| — |sinx]  |sin Ax] 1 if Ax>0
Ax T T Ax = -1 if Ax<0O.

(¢) Here the student should realize that the linear equation is basically simpler than
the nonlinear one. The calculation is straightforward because we have

&, y) = r(x) — p&x)y
and this implies that

(A) & y2) — fx, y1) = —p()(2 — 1)
This becomes a Lipschitz condition if we note that the continuity of p(x) for

|x — xo| = a implies that p(x) is bounded, say |p(x)| = M for all these x. Taklng
absolute values on both sides of (A) now gives

f(x, y2) — fCx, yDI = My, — y4|.

2 3 n+1

x x
12. y,=—+

— + ...+._______, = T — -1
21 31 a+r 7 ¢ 7

4. yo=1y;=1+xy,=1+x+x%+ 3x% etc;; exacty = 1/(1 — %)

16. y = (x — 1)%, y = 0. The general solution is y = (x + ¢)2. Picard iterations for this
equation and other initial values are not suitable either. The student may give it a try
for y(1) = 1, etc.

18. The solution is y = x3. The Picard iterates are linear combinations of powers of In x,
I, 1+3Inx, 1+3mnx+%Inx?% 1+ 3mlmx+ nx?+ 2(n x)®,

etc.
20. CAS PROJECT. (b) The Maclaurin series is

2n+1

z x
=2 .
S 135 @n+ )

Picard’s method gives the terms one after another, undisturbed by any error terms
that change from step to step. The initial value problem is

y =xy+1, ¥(0) = 0.

This linear differential equation ié solved as explained in Sec. 1.6.

() ¥' =y would be a good candidate to begin with. It is perhaps a good idea to as-
sume the initial choice in the form y, + a; then a = 0 corresponds to the choice
in the text, and we see how the expressions in a are involved in the various
approximations. The conjecture is true for any ch01ce of a constant (or even of
a continuous function of x).
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SOLUTIONS TO CHAPTER 1 REVIEW, page 59

16. This Bernoulli equation (a Verhulst equation ifb < 0) can be reduced to linear form,
as shown in Example 5 of Sec. 1.6 (except for the notations). The general solution is
(see (9) in Sec. 1.6)

YT e — blg

18. We separate variables and integrate,

dy _ dx
y2 + 1 2+1°

arc tany + arc tanx = C.

We now take the tangent on both sides and use the addition formula for the tangent
(formula (16) in Appendix A3.1). This gives the answer.

tan (arc tan y) -+ tan (arc tan x)

tan (arc tan y + arc tan x) =
1 — tan (arc tan y) tan (arc tan x)

y+x
= == c_
1 —xy
20. Exact equation, solvable almost by inspection,

e’ coshy + x = c.

22. y/lx =u,y=ux,y = xu' + u substituted gives
(e’ + u) = xu + x% sec u.
xu drops out on both sides. Dividing by xZ, we get
u = secu, cos u du = dx, sinu =x + c.

Answer: y = xu = x arc sin (x + ¢).
24. The equation is not exact. Theorem 1 in Sec. 1.5 gives an integrating factor F = ¢®
Multiplying the equation by this factor, we see that it can be written

d(e* tany) = 0. Answer: €* tany = c.
26. By separating variables, integrating, and simplifying we get
-~ dy
iy

the general solution. From this and the initial condition we obtain the answer
y = sin (x + ).

= dx, arcsiny = x + ¢, y = sin (x + o),

28. The general solution of this linear differential equatlon is obtained as explained in
Sec. 1.6,

y = e_z”z(f 272" gy - c) =(x+ c)e“z"z.

From this and the initial condition y(0) = —4 we have ¢ = —4. Answer:

—2x2

y=(x—4)e
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30. The exactness test gives eV = e?, so that the differential equation is exact. We have
u, = xe¥ from the equation. By integration,
u = xé¥ + k(x)

By differentiation with respect to x and comparing with the coefficient function of dx
in the equation, we get

U, =€ +k =&+ 2x; thus k' =2  k=x2
This gives the general solution
u=uxe¥+ x%=c
The initial condition y(2) = 0 gives 2 - 1 + 4 = 6. Answer:
xe¥ + x% = 6. '

32. Theorem 1 in Sec. 1.5 gives the integrating factor F = 1/x2. We thus obtain the ex-
act equation

1 1
—sinhydy — —5 coshydx = 0.
X X
By inspection or systematically by integration (as explained in Sec. 1.5), we obtain
1 1
d|\—coshy] = 0; thus, —coshy = c.
x x

From this and the initial condition we get 3 * 1 = c. Answer:

coshy = %x.
34. To solve this Bernoulli equation we set u = y~2 Theny = u~V2,y' = 3,732,
Substitution into the given differential equation gives
_%u—s/zul + %u—l/z = 812
We now multiply by —24%2, obtaining
' —u=-2.  General solution: u = ce® + 2.
Hence
y=u"12 = 1 .
' Vee® + 2
From this and the initial condition y(0) = 1 we get ¢-.= —1. Answer:
y=_1
V2 — e®

36. The student should gain confidence in the method by working simple equations that
permit a comparison with exact solutions. This includes the choice of a suitable
region to be plotted, using trial and error. Solution: y = ce™® (bell-shaped curves).

38. y = 1/(c — 2x). See the figure, which shows the tangent directions of these hyper-
bolas.
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40.

42,

46.

<
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Chapter 1 Review. Problem 38

The given curves can be written x® = c. By differentiation and simplification we
get the differential equation of the given curves,

xy' + 3x%y =0, y' = =3yl
Hence the differential equation of the orthogonal trajectories is
y' = x/3y.

By separating variables we get as the general solution the family of orthogonal tra-
jectories

y = V%3 + c*.
We square the given representation and differentiate the result,
y2=2Inlx +c, 2yy' = 2/x.
Hence the differential equation of the orthogonal trajectories is y' = —xy. We sepa-
rate variables, integrate, and then take exponentials,
fiyl = —xdx, In |y| =c — x?2, y = c*e 12,

" These are the orthogonal trajectories. This agrees with Prob. 41, where we went in

the opposite direction.

. Exact: y = 1 + 7% Iterates:

2, 2 —x, 2 —x+ 3x% 2 —x+ 3% - 55, etc.

By Newton’s law of cooling, since the surrounding temperature is 100°C and the ini-
tial temperature of the metal is 7(0) = 20, we first obtain

. T@) = 100 — 80¢™.
k can be determined from the condition that 7(1) = 51.5; that is,
T(1) = 100 — 80" = 51.5,
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48,

50.

52.

54.

so that k = In (48.5/80) = —0.500. With this value of ¥ we can now find the time at
which the metal has the temperature 99.9°C,

99.9 = 100 — 80e~ %5, 0.1 = 80e~°%, t=———=134.

Answer: The temperature of the metal has practically reached that of the boiling wa-
ter after 13.4 min.

We get 10 amperes from the 48-volt battery by choosing R = 48/10 = 4.8 [ohms].
Then L = 0.007 henry follows from the condition

I=10(1 — e FLy = 9,99,
Here we have used the initial condition 1(0) = 0.

We proceed as in Sec. 1.4. The time rate of change y' = dy/dt equals the inflow of
salt minus the outflow per minute,

The initial condition is y(0) = 80. This gives the particular solution
y = 500 — 420e~004¢,
The limiting value is 500 Ib; 95% are 475 Ib, so that we get the condition
500 — 4202094 = 475,

from which we can determine
420 .
=25In 25 = 70.5 [min];
so it will take a little over an hour.
This is Example 1 in Sec. 1.8 with the given curves and the trajectories interchanged.

It also shows how these kinds of curves and orthogonal trajectories may occur in.

physics. From x® + 2y® = ¢ we obtain the differential equation y' = —x/2y. Hence
the differential equation of the orthogonal trajectories is

2
y = =2 Solution: 'y = c*x2.

The equation is separable,
dy

(y—a)y —b)
We now use partial fractions,

= kdt.

1 1 ( 1 1 )
O-ay—-b b-al\y—-b y—-al’
By integration and multiplication by b — a,
In(y —b) — In(y — @) = (kt + )b — a).
Taking exponentials now gives
y—a
We can solve this algebraically for y. Denoting the function on the right by f, we
obtain

= ce(b -—a)kt_

_ b—af
Yy = 1-f°
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of Second and Higher Order
Major Changes

The old Chap. 3 on higher order linear differential equations has been absorbed into
Chap. 2 (Secs. 2.13—2.15). The main emphasis is on second-order differential equations.
By combining these two chaptets, trivial duplication is avoided, so that the entire pre-
sentation has become more streamlined.

SECTION 2.1. Homogeneous Linear Equations of Second Order,

page 64 : _ _
Purpose. To extend the basic concepts from first-order to second-order equations and to
present the basic properties of linear equations.

Comment on the Standard Form (1)
The form (1), with 1 as the coefficient of y”, is practical, because if one starts from

Fapy" + gy’ + hx)y = 7(x),

one usually considers the equation in an interval I in which f(x) is nowhere zero, so that
in I one can divide by f(x) and obtain an equation of the form (1). Points at which
F(x) = 0 require a special study, which we present in Chap. 4.

Main Content, Important Concepts

Linear and nonlinear equations

Homogeneous linear equations (Secs. 2.1—2.7)

Nonhomogeneous linear equations (follow in Secs. 2.8—2.12, 2.15)
Superposition principle for homogeneous equations

General solution, basis, linear independence

Particular solution, initial value problem (2), (5)

Reduction to first order (Probs. 1—16)

Comment on the Four Equations Near the Beginning

These are for illustration, not for solution, but should a student ask, answers are that the
first will be solved by methods in Secs. 2.9 and 2.10, the second is a Legendre equation
(Sec. 4.3), the third has y = x~ Y2 as a solution, and the fourth is solved in Prob. 16.

Comment on Footnote 4

In 1760, Lagrange gave the first methodical treatment of the calculus of variations. The
book mentioned in the footnote includes all major contributions of others in the field and
made him the founder of analytical mechanics.

SOLUTIONS TO PROBLEM SET 2.1, page 71
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4. z=y', 2 = 3z Separation of variables and integration gives
dz 3 3
— = —dx, Inlzl==Inlx| + ¢ = cx2,
== = 2= ox
Integrating once more, we have
y = fzdx = cx®? + ¢,

© 6. p = 2/x (divide the equation by x to get it in standard form, with 1 as the coefficient
of y"). Hence in (9),

e~ Jpdz — el dx — i
This gives from (9) *
U= x2 11

si®x  x%  sin?x
The integral of this is —cot x, and thus
COsx sinx CcOS X
=Uu = — - = —
Y2 ¢ sinx x x
, dz dx - ' - c i
8xz +z2=0,—=——Inlzl = —In|x| + &, z = —, so that we obtain the answer
b4 x x

y=fzdx=c1n|x|+c2.

10 by + 1+1 2 = 0, divide b t iabl d integrat |

2=, — — = 0, divide , separate v , a :

b4 x " dy b4 > z i Yy Z, separate variables, and integrate
dz 1 ~
7=—1+; dy, ln|z|=—y—ln|y|+c.

Take exponentials, separate again, and integrate:

—=z=—¢Y ye¥ dy = c dx, fye”dy=cx+cz.
dx y

Evaluation of the integral gives the answer (y — 1)e¥ = c;x + cy.
12. The standard form is

" __ 2x I+ 2 =0
y l_xzy l_xzy .
Hence in (9) we have
2x 5 1
_fpdx—fmgdx——ln(l—x)—lnl_xz.
This gives, in terms of partial fractions,
_ 1 11 172 172
22 1-x 2 x+1 x-1"

By integration we get the answer

1 x+1
y2;=y1u=y1fde=—1+§xlnx_1.
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The equation is Legendre’s equation with parameter n = 1 (which, of course, need
not be mentioned to the student), and the solution is essentially a Legendre function.
Similarly, the equation in Prob. 11 is Bessel’s equation with parameter £ (a case in
which Bessel functions of the first kind reduce to sine and cosine (divided by \/J_c)).
14. y" =", 50) = 2,y'(0) = 2,y = 2¢", y(6) = y'(6) = 807
16. 7 = (1 + Y2, 4 + 257 V24dy = dx, sinh™'z = x + ¢,. From this,
z = sinh(x + ¢;), y = cosh(x + ¢;) + c5. From the boundary conditions
y(1) = 0, y(—1) = 0 we get
cosh(l + ¢;) + ¢ =0 =cosh(—1 + ¢;) + ¢co.

Hence ¢; = 0 and then ¢; = —coshl. The answer is (see the figure)
y = coshx — cosh 1.

0.5 1 x

-0.54
Section 2.1. Problem 16

18. Double oot (A + 1)2 =0,y = (¢ + c1)e %, y(0) = co = 1, y'(0) = —¢co + ¢; =
0,¢y =co = 1. Answer: y = (1 + x)e™™ .
Doing more such problems before the discussion of the (rather simple) solution
method in the next section may scare students rather than really help them.

SECTION 2.2. Second-Order Homogeneous Equaiions with Constant
Coefficients, page 72

Purpose. To show that constant-coefficient equations can be solved by algebra, namely,
by solving the quadratic characteristic equation (3), which may have:

(Case I) Real distinct roots
(Case II) A real double root (“critical case™)
(Case III) Complex conjugate roots (see Sec. 2.3 for details)

SOLUTIONS TO PROBLEM SET 2.2, page 75

2. (cq + cox)e™ 18 4, cle\/{”‘ + cze_\/g’” 6. cie™ + cpe ™
8. cie”" + cpe® 10. 6e2% + 4¢73% 12, 3¢7°
14. ¢75%2 — 5vI2 16. [(k + 1)*® + (k — e **)12k

18. Linearly independent  20. Linearly independent  22. Linearly independent
24. Linearly dependent because x|x| = x® for nonnegative x
26. Linearly dependent because sin 2x = 2 sin x cos x

28. Proportionality on I implies proportionality on J. No, proportionality on J does not
imply proportionality on I. Probs. 24 and 25 illustrate this.

30. TEAM PROJECT. (a) (A — ADA — d) = A2 — (A1 + Ag) + MAy =
A2+ g + b. Comparing coefficients gives a = —(A; + Ap), b = Ay,
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®) y" + @y’ = 0. () c7% + 2™ = c;67% + ¢, (i) 2’ + az = 0, where
z = 3, z = ce™™ and the second term comes in by integration,
y=[zdx = cie7 + ¢,

(d) e**™* and €** satisfy y” — (2k + m)y’ + k(k + m)y = 0, by the coefficient

formulas in part (a). By the superposition principle, another solution is
e(k+m):z: _ eka:
m
We now let m — 0. This becomes 0/0, and by 1"Hopital’s rule (differentiation of
numerator and denominator separately with respect to m, not x!) we obtain

x&1 = xe®®.

The differential equation becomes y” — 2ky’ + k%y = 0. The characteristic equa-
tion is
R —2dA+ K= —k2=0

and has a double root. Since a = —2k, we get k = —a/2, as expected.

SECTION 2.3. Case of Complex Roots. Complex Exponential Function,
page 76

Purpose. To discuss the remaining complex Case III, which gives undamped (harmonic)
oscillations (if ¢ = 0) or damped oscillations, first obtained in complex form, but con-
vertible to the real form (9) by the superposition principle.

Main Content, Important Concepts _
Real general solution (10) in Case III (a damped oscillation)
Euler formula (5) [resulting from the definition (7) of 7]

Comment on How to Aveoid Working in Complex
The average engineering student will profit from working a little with complex numbers.

But if one has reasons for avoiding complex numbers here, one may apply the method of
eliminating the first derivative from the equation, that is, substitute y = uv and determine
v so that the equation for u does not contain ', For v this gives

v +av=0. A solutionis v = 792,

With this v, the equation for u takes the form

W+ (®—3a®u=0

and can be solved by remembering from calculus that cos &x and sin @x reproduce un-

der two differentiations, multiplied l_)y ~ &2, This gives (10), where
®=Vb -3

Of course, the present approach can be used to handle all three cases. In particular,
u" = 0in Case II gives u = ¢; + cyx at once.
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Comment on Boundary Value Problems and Initial Value Problems

In usual courses on differential equations, initial value problems are generally given more
space and weight than boundary value problems. Some reasons are that initial value prob-
lems have the following advantages:

1. They do not have the somewhat awkward nonuniqueness explained in Example 4.

2. Initial conditions are more suitable when a higher order equation is converted to a
first-order system, as is usually done in existence and uniqueness theory.

For a first-order equation the two concepts formally coincide, but it seems a bit illog-
ical to speak of a boundary value problem because a single point (at which the condition
is given) does not bound any interval; it is not the “boundary” of anything, so the situa-
tion that suggested the name “boundary value problem” is not given in this case.

SOLUTIONS TO PROBLEM SET 2.3, page 80

2. Acos2wx + Bsin2wx 4. ¢ *%(A cos 2x + B sin 2x)
6. I, c;€3% + cpe™®® 8. III, e~ 2%(A cos wx + B sin wx)
10. III, ex\/E(A cos _*_ + Bsin _*_ ) 12. I, e"“’(A cos = + Bsin f)
V2 V2 k k
X
14. ~0.5¢72% cos—;— 16. ¢=02= (cos >~ 2sin %)

18. €®(—2 cos 27rx + 3 sin 27x)
20. y = cosh 5x by inspection. Systematically, we first get

y = ¢167%% + ¢ye%.
From the boundary conditions,
¥(—2) = c1e"® + cye™® = cosh 10
¥(2) = 170 + cye® = cosh 10.

By elimination or by Cramer’s rule, ¢; = ¢, = %, in agreement with the result by in-

spection.
22. y = cie”3 + 4¢3, From the boundary conditions,
(a) YW—=3) =cie + cye”? =
(b) ¥3) = cie™! + cqe® = 72

(a) minus ¢2 times (b) gives ¢, = 0. Then ¢; = 1/e from (a). Answer: y = ¢~%/3"1

24. PROJECT. The purpose is twofold: (i) Students should learn to look at results care-
fully before rushing on to the next project or problem, and (ii) graphs may show var-
ious interesting facts not obvious from formulas. They may also give quantitative im-
pressions (e.g., in this case, how rapidly the exponential function decreases). Since
the tangent at the extrema is horizontal, whereas at the points of contact the tangent
has a negative slope (for positive y) or a positive slope (for negative y), it is clear
without calculation that these points cannot coincide with extrema, but must come af-
ter them (at larger x’s). For the harmonic motion the inflection points lie on the axis,
for reasons of symmetry. For a damped oscillation, one might guess that they are al-
ternatingly .at positive and negative y-values, shifted from the intersection points
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slightly to smaller x-values. Some calculations are as follows.
y = e %% gin 2x
y' = e~%1%(—0.1 sin 2x + 2 cos 2x) = 0, tan 2x = 20,

thus x = 0.760 419, etc.,
0.4

y" = € %1%(=0.4 cos 2x — 3.99 sin 2x) = 0, tan2x = =50

thus x = —0.049958 + 7/2, etc.
26. CAS PROJECT. (a) o® = b — a4 by the definition of w. Thus b = 1 + «? be-

cause a = 1.
(b) The approach is rapid. The figure shows the solutions for w = 5, 0.5, 0.1,
0.01, - - -, 0.000 001.
—x/2 3 s . e P ORVIRT)
) y=e cOos wx — N sin wx . Applying I’Hopital’s rule to the second term

(differentiating numerator and denominator separately with respect to w, not x),
we get the limit

e~ ™2(cos wx — $(cos wx)x)|,—0 = (1 — Ex)e™*2,

as it should be.
(d) Change y'(0)to O orto a positive value.

0.5

Section 2.3. CAS Project 26

SECTION 2.4. Differential Operators. Optional, page 81

Purpose. To take a short look at the operational calculus of second-order differential op-
erators with constant coefficients, which parallels and confirms our discussion of differ-
ential equations with constant coefficients.

SOLUTIONS TO PROBLEM SET 2.4, page 83

2. —12x% — 10x + 4, 0, 2 sin 2x — 6 cos 2x

4, 25(2 + 5x + 2 cos 5x), 20(1 + 5x)e°%, 0

6. (c; + cox)e ™3 8. 1°2% + o0 10. c1e™ + coe” " F
12, c;e7 2 + ¢,
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SECTION 2.5. Modeling: Free Oscillations (Mass-Spring System),
page 83

Purpose. To present a main application of second-order constant-coefficient equations
14 ]
my +cy +ky=0

resulting as models of motions of a mass m on an elastic spring of modulus k£ (> 0) un-
der linear damping ¢ (= 0) by applying Newton’s second law. and Hooke’s law. These
are free motions (no driving force). Forced motions follow in Sec. 2.11.

Main Content, Important Concepts

Restoring force ky, damping force cy’, force of inertia my"”
No damping, harmonic oscillations (4), natural frequency wy/27 !
Overdamping, critical damping, nonoscillatory motions (7), (8)

Underdamping, damped oscillations (10)

SOLUTIONS TO PROBLEM SET 2.5, page 90
2. W = 20 and sy = 2 gives k = W/sq = 10 by Hooke’s law. Thus

wo Vim VeWig)  V10/(20/980)
f=—2= = = = 3.52 [Hz).
27 2 27 2

From this we get the period 1/f = 0.284 [sec].

4. No, because the frequency is independent of initial conditions; it only depends on
kim.

6. By Hooke’s law, F; = k; = 8 stretches spring $; by 8, and Fy = k, = 12 stretches
spring S, by 12. Hence the unknown & of the combination of the springs stretches S;
by k/k, = k/8 and S, by klk, = k/12. And k is such that the sum of these stretches
equals 1, because k is the force that corresponds to the stretch 1 of the combination.
Thus

LA L, 1. Answer: k = 4.8
PR Rt nswer: k = 4.8.
8. my" = —m- 0.3%yy, where 7 - 0.3%y is the volume of water displaced when the buoy

is depressed y meters from its equ111br1um position, and y 9800 nt is the weight of
water per cubic meter. Thus y” + w2y = 0, where wo = 77+ 0.3%2y/m and the pe-
riod is 27/wy = 2; hence

m = 7+ 0.3%y/wy® = 0.32y/7 = 281,
W =mg = 281 - 9.80 = 2754 [nt] (about 620 Ib).

10. TEAM PROJECT. (a) mL8" = —mg sin 6 ~ —mg0 (the tangential component of
w = mg), 8" + w20 = 0, wy> = g/L. Answer: \ gILI2mw
(b) By (a), the frequency is

_L\/E_L __9'80_0498
22 NVL 2N 1 7
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12,

14.

16.

‘18.

20.

50 it takes about 2 sec to complete 1 cycle. Answer: It ticks about 30 times per
minute,

(¢) W = kso = 8. Now 5o = 1 because the system has its equilibrium position 1 cm
below the horizontal line. Also, m = W/g, so that

' k W/So
w—\/;— /W/g = Vg = V980 = 31.3,

and we get the general solution
y = A cos 31.3t + Bsin 31.3z.

The initial conditions give y(0) = A = 0 and y'(0) = 31.3B = 10. Hence
B = 0.319 and the answer is
y = 0.319 sin 31.3¢ [cm].

(d) 6(t) = 0.5235 cos 3.7t + 0.0943 sin 3.7¢ [rad]

2,

y = 0 gives ¢; = —cpe™ 2%, which has at most one solution because the exponential

function is monotone.
Equating the derivative of (8) to zero, we get

Y = (—ac, — acst + c)e™® =0
and from this the solution ‘
Cg — aCq _ 1 1

t=t0=_—_——-——
acCy a Co

which is positive if 1/& > ¢y/c,. This is the condition.
From (10) and y' = 0 we obtain tan (w*t — 8) = —a/w* = const and consecutive
solutions of this equation have the constant distance 7/w*.

If a maximum is at f,, the next is at #; = f, + 27/w*. Since the sine and cosine in
(10) have period 27/w*, the ratio is

exp (—atp)lexp (—aty) = exp Qua/w*).

A =2 tant = —1 gives 3w/4 (min), 77/4 (max), etc.

CAS PROJECT. (a) Cases I, I1, III appear, along with their typical solution curves,

no matter what k/m is or y(0), etc.

(b) The first step is to see that Case II corresponds to ¢ = 2. Then one can choose
other values by experimentation. In Fig. 51 the values of ¢ (omitted on purpose;
the student should choose!) are 0 and 0.1 for the oscillating curves and 1, 1.5, 2,
3 for the others (from below to above).

(¢) This addresses a general issue that also arises in problems involving heating and
cooling, mixing, electrical vibrations, etc. One is generally surprised how quickly
certain states are reached practically when the theoretical time is infinite.

(@ y(&) = e~"*(A cos w*t + Bsin w*f), w* =1V4 — 2. From the initial condi-
tions, A = 1, B = ¢/V4 — ¢ In y'(2) the cosine terms drop out, and sin w*t =
0 gives as the smallest positive solution ¢ = 1, = 27/V4 — ¢ = 7/w*. There
¥(?) has a horizontal tangent and touches y = —0.01 when y(t,) = —0.01 and
stays within the limits in (11) because it oscillates between *e 22, Thus we
get ¢ from y(t;) = —e™%/2 = —0.01 as ¢ = 1.65, approximately.

(e) The main difference is that Case II gives y(z) = (1 — fe?, which is negative for
t > 1. The experiments with the curves are as before.
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SECTION 2.6. Euler—Cauchy Equation, page 93

Purpose. Algebraic solution of the Euler—Cauchy equation, which appears in certain ap-
plications (see our Example 4) and which we shall need again in Sec. 4.4 as the simplest
equation to which the Frobenius method applies. We have three cases; this is similar to
the situation for constant-coefficient equations, to which the Euler—Cauchy equation can
be transformed (Prob. 20); however, this fact is of theoretical rather than of practical in-
terest.

Comment on Footnote 9

Euler worked in St. Petersburg 1727-1741 and 1766-1783 and in Berlin 1741-1766. He
investigated Euler’s constant (Sec. 4.6) first in 1734, used Euler’s formula (Secs. 2.3, 12.6,
12.7) since 1740, introduced integrating factors (Sec. 1.5) in 1764, and studied conformal

"mappings (Sec. 12.5) since 1770. His main influence on the development of mathemat-

ics and mathematical physics resulted from his textbooks, in particular from his famous
Introductio in analysin infinitorum (1748), in which he also introduced many of the mod-
ern notations (for trigonoretric functions, etc.). Euler was the central figure of the math-
ematical activity of the 18th century. His collected works are still incomplete, although
some seventy volumes have already been published.

Cauchy worked in Paris, except during 1830-1838 when he was in Turin and Prague.
In his two fundamental works, Cours d’Analyse (1821) and Résumé des lecons données
a I’Ecole royale polytechnique (vol. 1, 1823), he introduced more rigorous methods in
calculus, based on an exactly defined limit concept; this also includes his convergence
principle (Sec. 14.1). He also was the first to give existence proofs in differential equa-
tions. He initiated complex analysis; we discuss his main contributions to this field in
Secs. 12.4, 13.2—13.4, and 14.2. His famous integral theorem (Sec. 13.2) was published
in 1825, his paper on complex power series and their radius of convergence (Sec. 14.2)
in 1831.

SOLUTIONS TO PROBLEM SET 2.6, page 96

2. I cix% + cox®
4. 1, ¢4/x + c5. This can also be solved by reduction to first order and separation of vari-
ables.

6. III, x[A cos (In x) + B sin (in x)]

8. II, ¢; + ¢y In x. Also solvable by reduction and separation.
10. I, c;x7 %2 + 5105
12. II, (c; + co In x)x*€
14. General solution: c1x + cox%. Answer: 2x — 3x
16. General solution: A cos (3Inx) + Bsin (3 Inx). Answer: 2 cos (3 In x)
18. General solution: (¢; + ¢5 In x)/x. Answer: (3 — Inx)/x
20. x = €', t = In x. The chain rule gives

2

"=yt =yl y" = YIx® — yix?,

where the dots denote derivatives with respect to z. By substitution into (1) we
obtain

%" + axy' + by = x® 22 +a.x1+by=3;+(a—1)).r+by=0.
® P x




Instructor’s Manual ' 35

The characteristic equation of the new equation is
M+@-Dr+b=0.
It is of the form (3). Its roots are in Case I
' emt = (¢fym = xma emet = xme
etc., so that we can obtain the solution of the Euler~Cauchy equation from those of

the new equation. Also, in Case III the transformation into real form in Sec. 2.3 car-
ries over into that in this section.

SECTION 2.7. Existence and Uniqueness Theory. Wronskian, page 97 .

Purpose. To explain the theory of existence of solutions of equations with variable co-
efficients in standard form (that is, with y” as the first term, not, say, f(x)y")

Y+ pey' + gy =0
and of their uniqueness if initial conditions
Y(xo) = Ko, ¥ (%) = K,

are imposed. Of course, no such theory was needed in the last sections on equations for
which we were able to write down all solutions explicitly.

Main Content

Continuity of coefficients suffices for existence and uniqueness.
Linear independence if and only if the Wronskian is not zero.
General solution exists and includes all solutions.

Comment on Wronskian

For n = 2, where linear independence and dependence can be seen immediately, the Wron-
skian serves primarily as a tool in our proofs; the practical value of the independence cri-
terion will appear for higher » in Sec. 2.13.

SOLUTIONS TO PROBLEM SET 2.7, page 100
1 e*

ov-|
0 e”

4. W = (mmy — my)x™*tme1

eAa: Ax

xe 1 X

A 14

62)\::: — L2AT

6. W= e

et 1 + et

8. We use the abbreviations ¢ = cos wx, s = sin wx. Then

-z —x
e %c e s '_—23: c s

W =

e (—c — ws) e “(—s + we) —Cc — ws -5 + wc

10. x%y" + xy' — 25y =0,W=—10/x

JETTR IO,
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12. y' — 4y =0, W = = 2, where ¢ = cosh 2x, s = sinh 2x

28 2c

14. y" +2y' =0, W= —2¢72*
s

—six clx

16. x%" +xy' +y=0,W = =

B

X

where ¢ = cos (In x), s = sin (In x).

18. TEAM PROJECT. (a) Suppose that y; and y, are zero at some point x, in I. Then
the first row of their Wronskian is zero at x,. This implies linear dependence of y,
and y, by Theorem 2.

(b) At a maximum or minimum the first derivative is zero; if this happens for two
solutions y; and y, at the same point, the second row of the Wronskian is zero,
so W = 0 at that point. This implies linear dependence by Theorem 2.

(¢) By direct calculation, .
51 22 a11y1 t @12¥2 ag1y1 T ageye

! + ! ! + !
a11Y1 7 G12Y2 az1¥Y1 T Qa3Y2

W(Z]J ZZ) =

’ 14
1 22

= (@111 + a12Y2)@z1y1 + Ga2y3) — (@121 + @12Y2)(@21¥1 + agzys).

Multiplying out, we see that four of the eight terms cancel in pairs (the terms in
y1y1 and y,ys). The remaining terms can be written

' ’ an a2
(@11022 — G12021)(¥1Y2 — Y2¥1) = W(y1, y2).
aa1 22

From this the conclusion follows. Note that in this calculation we need not refer to
the familiar rule for multiplying determinants (which some students may not know).

@) det [az] =

Nj= N=
D= DOl

(€) cie” + cpe™® = € coshx + Ty sinh x = 181(e” + e7%) + 1Cy(e™ — e7) gives

1w oo~ W VRPN
¢y = 3(¢1 + €3), 3 = 5(¢1 ~ Co).

SECTION 2.8. Nonhomogeneous Equations, page' 101

Purpose. We show that for getting a general solution y of a nonhomogeneous linear equa-
tion we must find a general solution y;, of the corresponding homogeneous equation and
then—this is our new task—any particular solution y, of the nonhomogeneous equation,

Y =Yn T Yp

Main Content, Important Concepts
General solution, particular solution
Continuity of p, g, r suffices for existence and uniqueness.

General solution exists and includes all solutions.

(Solution methods follow in Secs. 2.9, 2.10.)
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SOLUTIONS TO PROBLEM SET 2.8, page 103

2.

10.

12.

14.

16.

The general solution of the homogeneous equation is c;e ™% + cge®. Hence as the so-
lution of the nonhomogeneous equation we first obtain

Y=Yn T Yp =cre”% + coe” + €73% — 3¢%,

We see that the last term is a solution of the homogeneous equation, and we can ab-
sorb it into the general solution of the latter, so that we simply have

Y = cie”" + Coe® + 737,

the same answer as in Prob. 1, except for the notation. Of course, the point of the
problem is that two particular solutions of the nonhomogeneous equation can differ
at most by a solution of the homogeneous equation; in the present case, this is —3¢>.

= e®(A cos 2x + B sin 2x) + x3. Whereas in Prob. 3 we have just one term on the
right side of the equation but many terms in ¥p» here we have the opposite situation
where the right side of the equation has many terms but Yp is simple.

« Y = (1 + cpx)e®® — LeFsinx
- ¥ = c16™ + cpe™® + Le™® + ¢”. Perhaps the student should express ¥p in terms of

cosh x and sinh x, to see the analogy to the expression A cos x + B sin x in other equa-
tions.

y = 0.4e” + 0.6e™" — cos x. From this form of the answer we recognize the form
of the general solution y;, = c1¢” + cpe™* (which may not always be the case). It is
important for the student to understand that y,, will satisfy the initial conditions only
in very rare cases—practically never—and that further work is necessary for solving
the initial value problem.

y = 1.8 cos 2x + sin 2x + 3x cos 2x. The right side of the equation is a solution of
the homogeneous equation and produces the form of ¥p involving the factor x. This
will be discussed systematically in the next section,

y = 4x — 2x® + 3¢ The first two terms result from the general solution of the ho-
mogeneous equation ¢,x + cox2.

TEAM PROJECT. (a) 1. Find a general solution of the homogeneous equation.

2. Find any particular solution y, of (1). (It is quite unlikely that ¥p automati-
cally satisfies the initial conditions.)

3. Determine values of the arbitrary constants in (3) from the initial conditions.

(b) The difference of the two solutions must be a solution of the homogeneous equa-
tion.

(c) Asin (b). .

{d) Of course, because ¥, does not depend on the choice of that general solution yy,
or yy,.

(e) The usual method for the Euler-Cauchy equation gives the general solution
c1x + cox? of the homogeneous equation, hence y = ¢;x + cox? + 3e® for the
nonhomogeneous equation. From this, y(0) = 3 (note that any other y(0) would
result in no solution!). Now y' = ¢; + 2c5x + 3e?, y'(0) = ¢; + 3 = 7, hence
¢; = 4, whereas c, remains arbitrary. The reason is that the coefficients of the
equation in standard form

Y =2y Xy =0
X x2

become infinite as x — 0.
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SECTION 2.9. Solution by Undetermined Coefficients, page 104

Purpose. To discuss a special method for particular solutions of constant-coefficient equa-
tions with special right side r(x). This method is simpler than that in Sec. 2.10 and should
be used whenever it applies. Rules (A), (B), and (C) tell us what to do in practice.

Comment on Table 2.1

It is clear that the table could be extended by the inclusion of products of polynomials
times cosine or sine and other cases of limited practical value. Also, & = 0 in the last pair
of lines gives the previous two lines, which we have listed separately because of their
practical importance.

SOLUTIONS TO PROBLEM SET 2.9, page 107

The request to show each step should prevent students from simply letting the CAS pro-
duce the final answer.

2. y = 1% + cpe” + xe® + 2¢**. An important point is that the Modification Rule
applies only to one of the two exponential terms. The Sum Rule is also used.

4. y = c;e™® + cpe®® + xe”; an application of the Modification Rule for a simple root
A=2

6. y = ;e 3% + cye” 3 4+ 3x — 10 + 1 sin x; an application of the Sum Rule. Note
that 9x causes an x-term and a constant term in the solution. The cosine term would
usually cause a cosine and a sine term, so here we get less than expected.

8. y = (c; + cox)e™3* + e~ %(6 cos x + 8 sin x). In this problem we go slightly beyond
the lines in Table 2.1, which does not contain products of trigonometric times expo-
nential functions. However, the method is the same in principle and should encour-
age students to attempt more independent work. On the other hand, we did not in-
clude other such problems, whose practical value is not very great.

10. y = c1e7 %2 + ¢,¢°%% — 2¢72% + 42¢?*, Students should perhaps be asked to ex-
press the solutions (the last two terms) in terms of cosh 2x and sinh 2x, to see the

~ analogy to expressions a cos x + b sin x in other differential equations.
12. y = ;%% + cpe % + 373 + 1xe%7; Modification Rule. Here ¢3* is “hidden” in
sinh 3x on the right, whereas the other term in sinh 3x does not call for the Modifi-

cation Rule but produces 1e~3% without an extra factor x.

14. y = ¢"(A cos 4x + Bsin4x) + 4cosx + 19sinx

16. y = ¢%%(cos 2x — sin 2x) + €>*. Be sure students do not get confused: the Modifi-
cation Rule is not needed.

18. y = cos 3x + x sin 3x. The first term results from the general solution ¢, cos 3x +
c5 sin 3x of the homogeneous equation. Initial conditions y(0) = 1, y'(0) = 0 (or con-
versely) appear in various theoretical considerations.

20. y = x2¢'“® This is an application of the Modification Rule in the case of the dou-
ble root 1.4. A general solution of the nonhomogeneous equation is y =

(¢; + cox + x%)e'**. One should emphasize that the initial conditions y(0) = O,
y'(0) = 0 would imply y = 0 only in the homogeneous case. Also, ¢; = 0, ¢ = 0
is an exception, caused by y,(0) = 0, y,(0) = 0, where y, = x%"**.

22. 2¢7%%% cos 3x + e~* + 4. The general solution ¢~%%%(A cos 3x + B sin 3x) of the

homogeneous equation contributes the first term of the solution.
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24. TEAM PROJECT. Begin with simple cases. Find the form of ¥p (With undeter-
mined coefficients) by repeated differentiation. For example, xe® will require y, =
(a + bx)e®, etc. Applications may occur occasionally. For instance, e~ ** cos wx (with
x =t = time) could represent a time-decreasing driving force.

SECTION 2.10. Solution by Variation of Parameters, page 108

Purpose. To discuss the general method for particular solutions, which applies in any
case, but may often lead to difficulties in integration (which we by and large have avoided
in our problems, as the subsequent answers show).

Comments

The equation must be in standard form, with 1 as the coefficient of y”"—students tend to
forget that.

Here we do need the Wronskian, in contrast to Sec. 2.7 where we could get away with-
out it. ’

SOLUTIONS TO PROBLEM SET 2.10, page 111
2. yy =cos3x, y; =sin3x, W=3. Hencein (2),

in 3x sec 3 1
J-yiwrdx=fw—xdx=—§lnlcos3xl

yir . f(cos3xsec3x =~ l
[0 gy o foosdisese, 1,

Answer:
y = A cos 3x + B sin 3x + §(cos 3x) In |cos 3x| + 1x sin 3.
4. y; =cos3x, y, =sin3x, W =3,r=csc3x. Hence in (2),

or o _

1 [sin3x X
—_ dx ==
3 f'sin3x

3
cos 3x l
9

nro.o i & .
fW dx = 3 fsin3x dx In [sin 3x].

Answer: X 1
A cos 3x + Bsin3x — 3 cos 3x + E(Sin 3x) In |sin 3x]

6. y1 = e**cosx, y, =e**sinx, W =e?*. Hencein (2),

yor . _ ((€**sinx)e®fsinx
i 2L = i dr=1x

e4:::

f nro f(ez"’ cos x)e2%/sin x
W

e dx = In |sin x|.

Answer:
y =[Acosx + Bsinx — xcosx + (sinx) In |sin x]]e=.

8. y1=¢7%, y,=xe%, W=¢e%. Hencein (2),
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10.

12.

14.

fyzr gy = f(xe"3”)1_6e_3’°/(x2 +1) f 16x
w e % LT

f&-r—dx _ f(e“3")16e_3“‘/(x2 +1)
w .

e—ﬁx

dx = 81In(x% + 1)

b= [ = 16
x = |5 7 =l6actanx

Answer:
y = (c; + cox)e™3 + 8[—In x% + 1) + 2x arc tan x}e~32.
y1 = e"%cos x, W= e2%,

Yo = e Tsinx, Hence in (2),

yor , _ ((e”"sinx)4e”"/cos’ x 2
A== &

e 2% cos? x
yir , _ ((e"Fcos x)4e %/cos® x _
f_VLde_J- Py dx = 4 tan x.

This gives the particular solution

- [ 2
e % —(cosx) ——

cos™ x

_x('—z + 4siﬁ2x)
e[ T2 A x

+ 4(sin x) tan x}
cos x

e " [—2(cos 2x)/cos x].
Answer:
y = ¢ ®[A cos x + B sin x — 2(cos 2x)/cos x].

y1 = 1, ys = x%, W = 2x. Divide the given equation by x to get it in standard

form and from it,

r= 3 + x)x2ex = 3 + x)xe”.
Hence in (2),

2 x
Yol x*(3 + x)xe 1 3 5 1 g
- = | = — + x = — X
dexf dx 2f(x e dv = 5%
yir . (13 + x)xe”
de"—f 2%

Substitution into (2) shows that the terms in x® drop out and the answer is

1
dx = Ef(x-i— e dx = 3(x + 2)e”.

y = ¢ + cox? + x%°.

3

y1 = x°, W = —x* From the standard form we get

— 42
Y2 = X%,

r = (7x* sin x)/x% = 7x2 sin x.
Hence in (2),

2 2 .
yor . (x(Ix"sinx)
fvdx—f—_;r——dx—7cosx

3072

yir . (x°(7xsinx)
IR R
= -7

This gives the particular solution

—7x% cos x + x%(Tx cos x — 7 sinx) = —7x2 sin x.
Answer:
_ a2 3 _ 7.2
y = c1x” + cox Tx“ sin x.

xsinxdx = 7xcosx — 7 sin x.
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16. y1 =x, yp = 1/x, W= —2/x. From (2),

x11 1 x 1 1
w=x - gyt L[~ ama=ga
Answer:
Y = O X T Cox 352

18. TEAM PROJECT. @y, =e3 y,=¢7% W= 2¢% r = 65cos 2x.
From (2),
_ s fe"‘65 cos 2x P fe‘3”65 cos 2x

yP = 2e—4x 26—4:::

65
- —| — ,—3x 3z -z x
= 2( e fe cos2xdx + e fe cos2xdx)

65 3z L 3 . 1 .
=5 —e” ’”Ee *(3 cos 2x + 2sin 2x) + e"‘gez(cosbc + 25sin 2x
= —cos 2x + 8 sin 2x.

Answer:

Y = 1673 + ce™ — cos 2x + 8 sin 2x.

This was much more work than that for undetermined coefficients.

(b) We can treat x on the right by undetermined coefficients, obtaining the contri-
bution x* + 4x + 6 to the solution. We could treat it by the other method, but
we would have to evaluate additional integrals of an exponential function times
a power of x. We treat the other part, 35x32¢%, by the method of this section,
calling the resulting function y,;. We need y, = €%, y, = xe®, W = ¢2*. From
this and (2),

xe® e
Yp1 = —€” -[F 35x%2¢% dx + xe® fe—Zx 35x%2¢% dx

1

35(—3”c fxslzdx + xe® fx?’/z dx) = 4512,
Complete answer:
¥y = (c1 + cgx)e” + 4e"x"2 + x2 + 4x + 6.

(c) If the right side is a power of x, say, r = rox¥, then substitution of y, = Cx*
gives .

x%y" + axy' + by = (k(k — 1) + ak + b)Cx* = rox*.

This can be solved for C. To explore further possibilities, one may work “back-
wards”; that is, assume a solution, substitute it on the left, and see what form one
gets as a right side,

SECTION 2.11. Modeling: Forced Oscillations. Resonance, page 111

Purpose. To extend Sec. 2.5 from free to forced vibrations by adding an input (a driving
force, here assumed to be sinusoidal). Mathematically, we go from a homogeneous to a
nonhomogeneous equation, which we solve by undetermined coefficients.
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New Features

Resonance (11) y = At sin wqy? in the undamped case

Beats (12) y = B(cos wt — cos wyt) if input frequency close to natural
Large amplitude if (15") o® = wy® — ¢%/2m? (Fig. 60)

Phase lag between input and output

SOLUTIONS TO PROBLEM SET 2.11, page 117

® A BN

10.
12.

14.

16.

18.

20.

¥p = 1.5 cos 3t + sin 3¢
Yp = 75 €08 t — g cos 3¢ + L sint + 5 sin 3¢

. yp = 5(cos ¢ + sin?)
. y=Acos V3t + B sin V3t + 4 cos 0.5z. We have no sine term in ¥p because of the

absence of y' in the equation. This is typical.

y=(cy + cade™® + 2sint — Scos ¢

y=ce "+ cy+t—3cost+ 3sin . Note that the harmless term 1 on the right of
the equation causes the unbounded term ¢ in the solution.

y = e %cost + 2sinz) + 0.2 cos ¢t + 0.4 sinz. For t = 5 the exponential term has
decreased to less than 1% of its original value; this practically marks the end of the
transition.

y = e ¥ cost + 26.8 sin 0.5¢ — 6.4 cos 0.5¢. At ¢ = 1.2 the exponential term has de-
creased to less than 1% of its original value. This marks the end of the transition from
a practical point of view. £ = 1.8 is the time when that term has become less than
1/10 of a percent in absolute value.

WRITING PROJECT. Brevity should force the student to recognize what is im-
portant and what is marginal. It is useful to learn this in connection with short re-
ports, articles, talks, etc.

CAS PROJECT. The choice of w needs experimentation, inspecting the curves ob-
tained and then making changes on a trial-and-error basis. It is interesting to see how
in the case of beats the period gets longer and longer and the maximum amplitudes
get larger and larger as w approaches the resonance frequency.

SECTION 2.12. Modeling of Electric Circuits, page 118

Purpose. To discuss the current in the RLC-circuit with sinusoidal input Eg sin wt.
ATTENTION! The right side in (1) is Eqw cos wt, because of differentiation.

Main Content

Modeling by a simple extension of Sec. 1.7

Electrical-mechanical strictly quantitative analogy (Table 2.2)

Transient tending to harmonic steady-state current

SOLUTIONS. TO PROBLEM SET 2.12, page 122

2.

a = RRL > 0. If B is real, B = R2L since R> — 4L/C = R hence A, =
—a+ B<0(and A, = ~a — B <0, of course). If B is imaginary, I;,(f) represents
a damped oscillation.
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12.

14,

16.

. 10 cos ¢ + 20 sin ¢ because the general solution of the homogeneous equation ap-

proaches zero as ¢ — ®,

.0
. E' = 1700 cos 4, I = (A cos 4t + B sin 47) + 5 cos 4¢ + 20 sin 4z
10.

The equation is
: 101" + 80I' + 2501 = 2405 cos 10z

Using undetermined coefficients, we obtain the general solution
I = e (A cos 3t + Bsin 3f) — g cos 10 + & sin 10r.

Hence y(0) =A —$=0,A4 = 2. From Eq. (1") for the charge we see that Q(0) =
0 in the present case implies I’ (0) = 0. By d1fferent1at1ng I and substituting A = 2
we obtain from I'(0) = O the value B = —— . Answer:

1= e "3 cos 3t — Lsin 3) — §cos 10¢ + & sin 10r.

The equation is
0.5I" + 3I' + 12.5I = —60 sin 5t.

It has the general solution
y = e 3%(A cos 4t + B sin 4¢) + 4 cos 5t.

From (1") for Q we obtain (similar to Example 1) I'(0) = Q"(0) = 24. From this and
I(0) = 0 we obtain the answer

I = e 33 sin 4¢ — 4 cos 47) + 4 cos 5t.
The equation is
21" + 1+ 10°1 = 0, thus I" + 104 = 0.

A general solution is
I = Acos 100t + B sin 100z.

I(0) = 0 gives A = 0. Equation (1) for the charge is
20" + 2+ 10%*Q = 110.
It implies that
') =0"0) =55
because Q(0) = 0. From I = B sin 1007 we thus obtain
I' = 100 B cos 100z, I'(0) = 100B = 55, B = 0.55.

Answer:
I = 0.55 sin 100¢.

(a) By integration,
0 = ¢ — 0.0055 cos 100t with ¢ = 0.0055 from Q(0) = 0.
(b) 20" + 2 10*Q = 110; a general solution is
Q = A cos 100r + Bsin 100z + 110/(2 - 10%).

From this and the first initial condition, Q(0) = A + 0.0055 = 0. Hence A = —0.0055.
The second initial condition (0) = Q’(0) = 0 gives B = 0 because

I= Q" = —1004 sin 100z + 100B cos 100t = 0.
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18.

Together we have
Q@ = 0.0055 — 0.0055 cos 100¢,

as in (a).
TEAM PROJECT. (a) The complex division trick is performed to make the de-
nominator real,

a _ab

b P

Before we multiply out and take the real part, the expression for I, is

I, = K = (S + iR)(cos wt + i sin wt).

-z
§? + R?
(¢) Substitution of (11) and its derivatives into the present equation gives
(—1 + i + 3)Ke® = 5¢*.
Solving for K, we obtain K = 2 — i. Hence the complex solution is

I, = 2 — e = (2 — i)(cost + isin ).
The real part is
I, =2cost + sint.

The student should verify that it satisfies the given real differential equation.

SECTION 2.13. Higher Order Linear Equations, page 124

Purpose. Extension of the basic concepts and theory in Secs. 2.1 and 2.7 to homogeneous
linear differential equations of any order n. This shows that all the essential facts carry
over practically without change. Linear independence, now more involved than for
n = 2, causes the Wronskian to become indispensable (whereas for » = 2 it played a mar-
ginal role).

Main Content, Important Concepts

Superposition principle for the homogeneous equation (2)

General solution, basis, particular solution

General solution of (2) with continuous coefficients exists.

Existence and uniqueness of solution of initial value problem (2), (5)
Linear independence of solutions, Wronskian

General solution includes all solutions of (2).

SOLUTIONS TO PROBLEM SET 2.13, page 131
2. W= —6e2%,y = & — 32
4. W=1,y=12 + 3cosx
6. W=4,y = ¢". Note that another basis is % e™*, cos x, sin x.
8. W=18,y = cosx + 3sin2x
10. Linearly independent. Point out that sin 2x = 2 sin x cos x is not a linear combina-

tion of cos x and sin x.

12. Linearly dependent. This is an example where the use of a functional relation helps
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to decide: In (x3) = 3 In x.

14. Linearly dependent. The essential point is that the exponential functions have the right
exponent occurring in the definition of sinh 3x.

16. Linearly independent

18. Linearly dependent. This serves as a reminder that any set containing the zero func-
tion as an element is linearly dependent.

20. TEAM PROJECT. (a) (1) If y; = 0, then (4) holds with any k; # 0 and the other
k; all zero.

(2) If S were linearly dependent on I, then (4) would hold with a k; #0onl,
hence also on J, contradicting the assumption. This also shows that linear de-
pendence on I implies linear dependence on J. Linear independence on I im-
plies no conclusion for J. Example: x|x| and x* are linearly independent on
—1<x<1but linearly dependent on0<x<l1.

(3) By assumption, kyy; + -+ - + kpy, = 0 with &y, - - » kp not all zero. This
implies (4) with &, - kp as beforeand kp,y = - - - k = (. In the other
case T may be 11nearly dependent (or not). Example Take any linearly in-
dependent S and let T be S and the zero function.

(b) If your functions are solutions of a homogeneous linear differential equation with
continuous coefficients, then you can use the Wronskian. For other means, see
the problems (for instance, the use of functional relations, evaluating (4) at sev-
eral x’s in the interval, etc.).

SECTION 2.14. Higher Order Homogeneous Equations, page 132

Purpose. Extension of the algebraic solution method for constant-coefficient equations
from n = 2 (Secs. 2.2, 2.3) to any n, and discussion of the increased number of possible
cases:

Real different roots
Complex simple roots
Real multiple roots
Complex multiple roots

Combinations of the preceding four basic cases

Explanation of these cases in terms of typical examples.

Comment on Numerical Work

In practical cases, one may have to use Newton’s method or another method for com-
puting (approximate values of) roots in Sec. 17.2.

SOLUTIONS TO PROBLEM SET 2.14, page 137

2. (cq + cox + czxPe3* 4. (c; + cgx) cosx + (cg + cqx) sinx
6. A; cosx + Agcos 2x + By sinx + B, sin 2x
8. c167%% + (cy + cax)e” 10. c1e7" + cpe™ 2 + ¢z~

12. 23 — 32% + 30 — 1 = (A — 1)°. Hence a general solution is
y = (c1 + cox + czx®)e”, and y(0) = ¢; = 2.
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14.

16.

18.

20.

With this,
y’ = (2 + CoX + C3x2 + Co + 2C3x)ex
and
y’(0)=2+02=2, C2=0.
With ¢, = 0, another differentiation gives

¥ = @2 + czx® + 2c3x + 2c3x + 2c3)e”
and '
y"(0) = 2 + 2c3 = 10, 3 = 4.
Answer:
y = (2 + 4x3)e”.

The characteristic equation has the roots =1 and *i. Hence a general solution, its de-
rivatives, and their values at x = 0, equated to the corresponding initial conditions,
are as follows.

@ y=c1e® + cpe™ + Acosx + Bsinx, ¢ +¢t+A=—1
(b) y:l=c1e”—cze"‘—Asinx+Bcosx, cg—ct+B=17

©) y' = cie®+ coe * —Acosx — Bsinx, ¢ tcz—A=—1
(d) y" = c1e® — cpe™® + Asinx — Bcosx, ¢, —cpg— B=1.

We obtain A = 0 from (a), (¢); then B = 0 from (b), (d); then ¢; = 3 from (a), (b);
and finally ¢, = —4 from (a). Answer:

y = 3 — 4¢%

The characteristic equation has the roots i and *3i. Hence a general solution, its
derivatives, and their values at x = 0, equated to the corresponding initial conditions,
are as follows.
() y=A;cosx + Bysinx + Aycos3x + Bysin3x, A; +A, =0
(b) y' = —A;sinx + Bycosx — 3A,sin3x + 3Bycos3x, B; + 3B, =0
(c) y" = —Ajcosx — Bysinx — 94, cos 3x — 9By sin3x, —A; — 94, = 32
(d) y" = Aysinx — Bycosx + 27A, sin 3x — 27Bycos 3x, —B; — 27By = 0.
From (a) and (c) we obtain A, = —4, A; = 4. From (b) and (d) we obtain B, = 0,
B; = 0. Answer:

y = 4 cosx — 4 cos 3x.

The characteristic equation has a triple root —2. Hence a general solution, its deriv-
atives, and their values at x = 0, equated to the corresponding initial conditions, are
as follows.
@ y=1(c; + cax + c3xPe™®, y0)=c¢;=1
®) ¥ = (=2 +cy— 2% + 2c3x — 203xDe”?, YO0)=—2+cy=-2, ¢3=0
(©) ' =202 + c3 — dczx + 253%™, y'0)=4+2c3=6, c3=1.
Answer: :

y=(1 + xHe 2=

PROJECT. (a) Divide the characteristic equation by A — A, if y; = e” is known.
(b) The idea is the same as in Sec. 2.1.

(c) Here, as always, the first step is to produce the standard form, as the form under
which the equation for z was derived. Division by x gives

3 6 6 1
m_ = "+ - [ =0.
y 2 (xz l)y (xa x)y 0




Instructor’s Manuai 47

With y; = x, y; = 1, y{ = 0, and the coefficients D1 and p, from the standard
equation, we obtain

[ () 1+ (o b

Simplification gives

" 6 6 1
¥ A\t T ox)z=x" - ) =0.
X x
Hence
= 1" + Che™%

By integration we get the answer

Yo = xfzd.x = (c1€" + ce™ + cy)x.

SECTION 2.15. Higher Order Nonhomogeneous Equations, page 138

Purpose. To show that the transition from n = 2 (Sec. 2.8) to general n introduces no
new ideas, but generalizes all results and practical aspects in a straightforward fashion;
this refers to existence, uniqueness, and the need for a particular solution ¥p to get a gen-
eral solution in the form

=Yn +'yp-

SOLUTIONS TO PROBLEM SET 2.15, page 141

2oy =x Ly =y =2 W=6x"1, W, = x% W, = -3, Wy = 2x~ L. Further-
more, r = Inx because we have to divide the equation by x® to get it in standard
form. From (7) we now obtain

x ! 5 x x2
yp=T X lnxdx—afxlnxdx+?flnxdx
_xt x4ln x* x| x2 X2 +x2 . :
T 6 |4 16l 2|2 T 3 rlnx—x
x3 7 3
—?lnx—ax.

Answer:
y=cx™t+ cox + cpx® + PP Inx — 5x®
4. y, is conveniently obtainéd by undetermined coefficients. Answer:
Y= 172" + cpe® + cae® + 2x3 — 3x2 + 15x — 8.
6. 2% — 6A% + 121 — 8 = (A — 2)3. Hence a basis is

2z 2z 2 2%
9’ : * .

y1=e€ Y3 = x"e

The derivatives are

y; = 222, ¥y = (2x + 1)e2, ys = (222 + 2x)e3®,

Yo = xe
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The second derivatives are

yi = 4%, ¥4 = (4x + e, y3 = (dx* + 8x + 2)e*".
From the Wronskian we can factor out e%* from each of the three columns. Then
1 X x2
W= €% |2 2x + 1 2x2 + 2x
4 4x+4 4+ 8x+2
1 X x> ; 5
X
= ¢%% 10 1 2x = ¢ = 2¢%%
4 8x + 2
0 4 8x + 2
In (7) we further need
0 x x> .
x x
W, =e** |0 1 2 | =el* : = ¢1%x2,
1 2x

1 4 8 + 2

where we have ¢* instead of %% because in the replacement of one column of W as
explained in the text, we lose a factor ¢2*. Furthermore,

1 0 x2 0 0
Wo=e*{0 O 2 | =e* ) A —2e%%x
0 1 8 + 2
and
1 x 0 ) 0
Wy =e** |0 1 0| = e** 4 1’ = ¢%”,
‘ 0 4 1
With these values and
r= J61/262:1;

the integrals in (7) become

er e4xx2xll2 2z '

f w == f 2% &
=%fx5’2dx=%x7/2
W. _2 1/2 2x
5 a= 5
W x
_f 312 gy = 2 452
W3r J’e'*"’”x”zez’c
266:&:
1
22 gy = — xs/z

T2
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10.

12,
14,

From this and (7),

2x 1 /2 2

2
Yp =€ 7]6 — xe x§x5/2 + x2621:_x3/2

8
= " —— (15 — 42 + 35) = — 252 T

105 105 ) ‘
Answer: }
y = [o1 + cox + 32 + 1Bex™%e?=.
M=%y = Ay, = W= L Wy = x, Wy = 3R, Wy =~k y = 52

(divide by 4x®). From (7) we thus obtain

xf(—4x)x5’2dx + x1’2f2x3/2x5/2 dx + x3/2f2x1/2x5/2dx

Yp

= __§x11/2 + 2 11/2 + %x11/2

— 1. 11/2 -
= 90X .

Answer:
Y = c1x + cox? + ¢332 + x1V2/90,

Yi=xYy=xlnx,ys=x(nx)% W=2, Wy =x(nx)? W, = —2xInx, Wy = x2,
r = 1/x. Answer: y = x> + xInx -

y = sinx + sin 3x + 2 sinh x

CAS PROJECT. The first equation has as a general solution

Yy =(c1 + cox + c3xP)e” + 5z,
so in cases such as this, one could try
y = x"%(ay + aix + ax? + agxde®.

However, the equation alone does not show much, so another idea is needed. One
could modify the right side systematically and see how the solution changes. The so-
lution of the second suggested equation shows that the equation is not accessible by
undetermined coefficients; its solution is (see Prob. 2)

= p—1 24 1.3 _ 7.3
Yy =X T oax tocpx” + gxInx — 55x°.

And one could perhaps modify this equation, too, in an attempt to obtain a form of
solution that might be suitable for undetermined coefficients.

SOLUTIONS TO CHAPTER 2 REVIEW, page 142

16.
18.

y = ¢ 3%(A cos 2x + B sinix)

y =cix® + cox2

20. y, is obtained by the method of undetermined coefficients. Answer:

22,

Y = c1€° + e + cze?® — 562,

The particular solution Yp = x%™ is obtained by the method of undetermined coef-
ficients. Answer:

y = (c1 + cox)e™ + x%e™.
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24.

26.

28.

30.

32.

34.
36.

38.
40.

42.
. I(f) = 0.0833¢7160% — 0.3333¢,~4% 4 0.2500 if 0 < ¢ < 0.01,

46.

—2z

The particular solution y, = —In x e™=* is obtained by the method of variation of pa-

rameters. Answer:

y = (c1 + cox — Inx)e™2%,
The particular solution y, = 1y sinh x — 2 cosh x is obtained by the method of un-
determined coefficients. Answer:

y = ¢; + cee” + cze™® + ix sinh x — £ cosh x.
Applying the method of undetermined coefficients, we obtain as a general solution
y = e ¥*(A cos %\/gx + Bsin %\/gx) + sinx — 3 cos 2x + 2 sin 2x.
By variation of parameters we obtain the answer
y = (c; + c2x)e®* + (xInx — x)e®*

The particular solution y, = 3 cosx + sinx is obtamed by the method of undeter-
mined coefficients. Answer:

y = 3¢ — 5¢2* + 3 cos x + sin x.

y = e 2%(cos wx + sin wx)
The initial conditions are such that the general solution of the homogeneous equation
does not contribute to the answer

Yy =y, =2cosx + sinx.

y=2 —xe"
A% + 322 + 31 + 1 = (A + 1) hence a general solution of the homogeneous equa-
tion is

yp = (€1 + cox + c5xPe™"
By the method of undetermined coefficients and from the initial conditions we get
the answer
y=(+x%e ™ — 2cosx — 2sinx.

1

I(t) =c e—1999 .87t + Cs e-—O .125008¢

I(H) = —0.3294¢716%% + 0.1639¢ %% if r > 0.01.

Note that since E(?) is continuous at t = 0.01, and Q is always continuous (cannot
change abruptly), 7 and I' are continuous at t = 0.01, whereas I” has a jump —1600
since 10E’ has this jump at z = 0.01.

The complex equation is
41" + 20I' + 2I = 10 - 10e'%%.

104t

Substituting I = Ke'°% and its derivatives and dropping the factor ¢'°%, we obtain
[4(—100) + 20 - 10i + 2]K = 100.
Solving algebraically for K, we get
' 100(—398 — 200i) _ -39800 — 20000i

- (—398 + 200i)(—398 — 200)) 198404
= —0.2006 — 0.1008i.

Answer: .
Re Kel%% = —0.2006 cos 10 + 0.1008 sin 10z.
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48.

The equation is
0.125y" + 1.125y = cos t — 4sint;

thus,
y" 4+ 9y = 8cost — 32sint

- The solution satisfying the initial conditions is

50.

y = —cos 3t + %sin3¢ + cost — 4sin+,

as obtained by the method of undetermined coefficients.

The last two terms result from the driving force. In the first two terms, w, =
Vkim = 3. This shows that resonance would occur if the driving force had the fre-
quency w/27 = 3/2r. ' _

C*(w) is given by (14), Sec. 2.11. The maximum is obtained by equating the deriv-
ative to zero; this gives (15) in Sec. 2.11, which for our numerical values becomes

16 = 2(24 — o),
so that w = 4. Eq. (16) in Sec. 2.11 then gives the maximum amplitude

2-1-10
CH(@max) = = 0.5590.
4V4-12-24 — 16
To check this result, we determine the general solution, using the method of un-
determined coefficients, finding

(@) = e 24A cos 2V/5¢ + B sin 2V/5¢) + 0.25 cos 4 + 0.5 sin 4¢,

and confirm the result by calculating the amplitude

V0.252 + 0.5%2 = 0.5590.




CHAPTER 3 Systems of Differential Equations.
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Phase Plane, Qualitative Methods
Major Changes

This chapter has been completely rewritten, on the basis of suggestions by instructors who
have taught from it and of my own recent experience of (once more!) teaching systems
of differential equations. The main reason is that due to the increasing emphasis on lin-
ear algebra in our standard curricula, we can now expect that when students take a course
on differential equations that includes material from Chap. 3, almost all of them have at
least some working knowledge of 2 X 2 matrices.

Accordingly, Chap. 3 makes modest use of 2 X 2 matrices. n X n matrices are men-
tioned only in passing and are immediately followed by illustrative examples of systems
of two differential equations in two unknowns, involving 2 X 2 matrices only. Section
3.2 and the beginning of Sec. 3.3 are intended to give the student the impression that for
first-order systems, one can develop a theory that is conceptually and structurally similar
to that in Chap. 2 for a single differential equation. Hence if the instructor feels that the
class might be disturbed by n X n matrices, omission of the latter and explanation of the
material in terms of two differential equations in two unknowns will entail no disadvan-
tage and will leave no gaps of understanding or skill.

To be completely on the safe side, Sec. 3.0 is included for reference, so that the stu-
dent will have no need to search through Chap. 6 or 7 for a concept or fact needed in
Chap. 3. ‘

Basic throughout Chap. 3 is the eigenvalue problem (for 2 X 2 matrices), consisting
first of the determination of the eigenvalues A;, A, (not necessarily numerically distinct)
as solutions of the characteristic equation, that is, the quadratic equation

a;; — A a
1 12 = (a11 — M(agz — A) — appay

a1 >

=A% = (a11 + ag)A + ap1a55 — G305 = 0,
and then an eigenvectbr corresponding to A; with components x;, x, from
(@11 — Axy + agex, =0
and an eigenvector corresponding to A, from
(@11 = AQx; + arpxp = 0.
It may be useful to emphasize early that eigenvectors are determined only up to a nonzero
factor and that in the present context, normalization (in order to obtain unit vectors) is

hardly of any advantage.
If there are students in the class who have not seen eigenvalues before (although the

elementary theory of these problems does occur in every up-to-date introductory text on .

linear algebra), they should not have difficulties in readily grasping the meaning of these
problems and their role in this chapter, simply because of the numerous examples and ap-
plications in Sec. 3.3 and in later sections.
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Section 3.5 includes three famous applications, namely, the pendulum and van dér Pol
equations and the Lotka—Volterra predator—prey population model.

SECTION 3.0. Introduction: Vectors, Matrices, Eigenvalues, page 146

Purpose. This section is for reference and review only, the material being restricted to
what is actually needed in this chapter, to make it self-contained.

Main Content

Matrices, vectors

Algebraic matrix operations

Differentiation of vectors

Eigenvalue problems for 2 X 2 matrices
Important Concepts and Facts

Matrix, column and row vector, multiplication
. Linear independence
Eigenvalue, eigenvector, characteristic equation

Some Details on Content
Most of the material is explained in terms of 2 X 2 matrices, which play the major role
in Chap. 3; indeed, n X n matrices for general n occur only briefly in Sec. 3.2 and at the
beginning in Sec. 3.3. Hence the demand on the student in Chap. 3 will be very modest,
and Sec. 3.0 is written accordingly.
In particular, eigenvalue problems presently lead to quadratic equations only, so that
nothing needs to be said about difficulties encountered with 3 X 3 or larger matrices.
Example 1. Although the later sections include many eigenvalue problems, the com-
plete solution of such a problem (the determination of the eigenvalues and corresponding
eigenvectors) is given here.

SECTION 3.1. Introductory Examples, page 152

Purpose. In_'this section the student is supposed to gain a first impression of the impor-
tance of systems of differential equations in physics and engineering and why they occur,
and why they lead to eigenvalue problems.

Main Content
Mixing problem
Electrical network
Conversion of single equations to systems [see (8)—(10)]
Background Material. Secs. 2.5, 2.11.
Short Courses. Take a quick look at Sec. 3.1, skip Sec. 3.2 and the beginning of Sec.
3.3, proceeding directly to solution methods in terms of the examples in Sec. 3.3.
Some Details on Content

Example 1 extends the physical system in Sec. 1.4, consisting of a single tank, to a sys-
tem of two tanks. The principle of modeling remains the same. The problem leads to a
typical eigenvalue problem, and the solutions show typical exponential increases and de-
creases. :
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Example 2 leads to a nonhomogeneous first-order system (a kind of system to be con-
sidered in Sec. 3.6). The vector g on the right in (5) causes a term + 3 in I;, but has no
effect on I, which is interesting to observe. If time permits, one could add a little dis-
cussion of particular solutions corresponding to different initial conditions.

Reduction of single equations to systems [formula (10)] is of great importance and
should be emphasized. Example 3 illustrates it, and further applications follow in Sec.
3.5. It helps to create a “uniform” theory centered around first-order systems, along with
the possibility of reducing higher order systems to first order.

SOLUTIONS TO PROBLEM SET 3.1, page 158
2. The system is
y! = 0.02y, — 0.0y,
Vb =001y, — 0.02y,

where 0.01 appears because we divide by the content of the tank T;, which is twice
the old value. In proper order, the system becomes

y1 = —0.01y; + 0.02y,
ys = 0.01ly; — 0.02y,.

As a single vector equation,

, —-0.01 0.02
y = Ay, where A= .
0.01 -0.02
A has the eigenvalues A; = 0 and A, = —0.03 and corresponding eigenvectors

XD = 1 ] x(2)=|: l:l
05]° -1’

respectively. The corresponding general solution is
. ¥ = ;%D + c,x@Pe—003¢,
From the initial values,

o=alos] v 1] [1a)
YO =) os] * 2 1] = Liso-

In components this is ¢; + ¢ = 0, 0.5¢; — ¢; = 150. Hence ¢; = 100, c; = —100.
This gives the solution

1 1
y= 100|: ] - 100|: ile_°'°3t.
0.5 -1 '

y = 100(1 — £~093¢)
ys = 1003 + ¢7003%),

In components,

4. In (6) we have

= L _ 2| o |:1 :l—o.st [B:I
J@® |:12:l —cll:l]e + ¢o 03 e + ol
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From this and the initial conditions in vector form we get
J(d) 2] N [1 N 28
= C = ;
1 Lo 0 14

(a) 2Cl + Cy = 25

in components,

(b) Cq + 0.8C2 = 14.
Subtract 1(a) from (b) to get

0.3¢cy, = 1.5, ¢y = 5.
Then from (a),

¢, =325 — ¢y) = 10.

20 5 3
) = —2t + —-0.8¢ + :
16 [10]'3 [4} [0]
in components,

I = 20e™%" + 5¢708¢ 1 3, I = 10e72% 4 4¢708¢,

Thus

. The first differential equation remains as before. The second equation is obviously
changed to

I = 0.4I, — 0.541,.
Substituﬁon of the first equation into the new second one, as in the text, gives
I, = —1.6I, + 1.061, + 4.8.

Hence the matrix of the new system is

[—4 4
A= .
-16  1.06

Its eigenvalues are —1.5 and —1.44. Corresponding eigenvectors are x® =
[1 0.625]" and x® = [1 0.64]", respectively. The corresponding general solution
is

W

y = cxWe=15t 4 o y@p—144t,
. The system is

yi= Yo

Y2 = —2y; — 3y,

The matrix has the eigenvalues —1 and —2 and corresponding eigenvectors [1 —1]7
and [1 —2]", respectively. From this
y =y =cre”t + cpe?

and the second equation gives the derivative y, = y'.

10. The system is

I
Y1
4
Ya

Y2
y1 + 15y,/4.
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12.

14.

The matrix has the eigenvalues 4 and —1/4 and eigenvectors [1 4] and [1 —3]T,
respectively. The corresponding general solution is

y=cfl 4]"e* + c,f1 —4]Te~t,
The system is .
Y1 = Yo
Y2 = s
¥3= 2y1 + Y2~ 2y3

The eigenvalues of its matrix are 1, —1, —2. Eigenvectors are [1 1 1],
[1 —1 1], [1 -2 4], respectively. The corresponding general solution is

y=cll 1 1%+l —1 1Tt + gl —2 4172,

TEAM PROJECT. (a) From Sec. 2.5 we know that the undamped motions of a
mass on an elastic spring are governed by my” + ky = 0 or

my" = —ky

where y = y(z) is the displacement of the mass. By the same arguments, for the
two masses on the two springs in Fig. 77 we obtain the linear homogeneous system

(11)‘ mly’ll = —kyy, + ke(ys — y1)
n
myys = —kao(y2 — y1)

for the unknown displacements y; = y;(?) of the first mass m; and y, = ys(¢) of the
second mass my. The forces acting on the first mass give the first equation, and the
forces acting on the second mass give the second equation. Now m; = my = 1,
ky = 3, and k, = 2 in Fig. 77 so that by ordering (11) we obtain

yi= =5y + 2y,
ylzl = 2y; — 2y,

or, written as a single vector equation,

== 2l
y s 2 —24ly.l’

(b) As for a single equation, we try an exponential function of ¢,
y = xe“. Then y' = o’xe“t = Axe“.
Then, writing »® = A and dividing by e“*, we get

Ax = Ax.
Eigenvalues and eigenvectors are

1 2
A= —1, P = I:Z:I and Ay = —6, x® = l: l:l )

Since @ = VA and V—1 = i and V-6 = ii\/g, we get
y = xP(c e + cpei) + x@(cy FVEt 4 Ca e—i\/ét)
or, by (7) in Sec. 2.3,

y = a;xPcost + bixPsint + a,x? cos V6r + byx® sin V6t
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where a; = ¢; + ¢3, by = i(cy — €3), ap = ¢3 t+ ¢4, by = i(c5 — ¢,). These four
arbitrary constants can be specified by four initial conditions. In components, this
solution is ‘

y1 = ajcost+ bysint + 2a, cos Vet + 2b, sin Vet
Yo = 2aycost + 2b;sint — ayCOS Ve — by sin Ver.
(c) The conversion is done by the formulas '
=Y, U=V % =y ="5ut2;

— o r_n_
i3 = Y2, 23=Y2 =2 Za=Y2 = 273 — 2z

This gives the matrix

0 1 0 0
A= -5 0 2 0
0 0 0 1
0 -2 0
Eigenvalues and eigenvectors are
i —i -2iV'6 2iV6
1 1 ' -12 —-12
T Y L D B Y 3 RGN BV
2 2 6 6
Denoting these complex vectors by z, - - - | z®, we have as a general solution
z = clz(l)e-—it + czz(z)eit + C3z(3)e—i\/€t + C4z(4)ei\/6 t

The first and third components are

71 = y1 = icre™® — icoe™ — 2iV6cze V8t + 2iV6c, e VE

23 = y2.= Dicie™® — 2icye® + iV6cge V8 — iV6c VY
Converting this to real form by means of the Euler formula (Sec. 2.3) we obtain
the same result as in (b), except for notations.

SECTION 3.2. Basic Concepts and Theory, page 159

Purpose. This survey of some basic concepts and facts on nonlinear and linear systems
is intended to give the student an impression of the conceptual and structural similarity
of the theory of systems to that of single differential equations.

Content, Important Concepts
Standard form of first-order systems
Form of corresponding initial value problems
Existence of solutions

Basis, general solution, Wronskian
Background Material. Sec. 2.7 contains the analogous theory for single equations. See
also Sec. 1.9.
Short Courses. This section may be skipped, as mentioned before.
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SECTION 3.3. Homogeneous Linear Systems with Constant Coefficients.
Phase Plane, Critical Points, page 162

Purpose. Typical examples are intended to show the student the rich variety of pattern
of solution curves (trajectories) near critical points in the phase plane, along with the
process of actually solving homogeneous linear systems. This will also prepare the stu-
dent for a good understanding of the systematic discussion of critical points in the phase
plane in Sec. 3.4.

Main Content

Solution method for homogeneous linear systems

Examples illustrating types of critical points

Solution when no basis of eigenvectors is available
Important Concepts and Facts

Trajectories as solution curves in the phase plane

Phase plane as a means for the simultaneous (qualitative) discussion of a large number
of solutions

Basis of solutions obtained from basis of eigenvectors

Background Material. Short review of eigenvalue problems from Sec. 3.0, if needed.
Short Courses. Omit Example 6.

Some Details on Content

In addition to developing skill in solving homogeneous linear systems, the student is sup-
posed to become aware that it is the kind of eigenvalues that determine the type of criti-
cal point. The examples show unportant cases. (A systematic discussion of all cases fol-
lows in the next section.)

Example 1. Two negative eigenvalues give a node.

Example 2. A real double eigenvalue gives a node.

Example 3. Real eigenvalues of opposite sign give a saddle point.

Example 4. Pure imaginary eigenvalues give a center, and working in complex is
avoided by a standard trick, which can also be useful in other contexts.

Example 5. Genuinely complex eigenvalues give a spiral point. Some work in com-
plex can be avoided, if desired, by differentiation and elimination. The first equation is

(@) Yo = y1 + ¥
By differentiation and from the second equation as well as (a),

Yi==y1+y2=—y1—y1— 1 +y)=—2y] — 2.

(—1xd)t

Complex solutions e give the real solution

y1 = e *(Acost + Bsint).

From this and (a) follows the expression for y, given in the text. - 1
Example 6 shows that the present method can be extended to include cases when A :

does not provide a basis of eigenvectors, but then becomes substantially more involved.

In this way the student will recognize the importance of bases of eigenvectors, which also

play a role in many other contexts.
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SOLUTIONS TO PROBLEM SET 3.3, page 169

2. The eigenvalues are —3 and 4. Eigenvectors are [2 —5]" and [1 1], respectively.

The corresponding general solution is
y1 = 2c1e7 3 + cpett
Yo = —5c1€7 3% + cpett.

4. The eigenvalues are 3 and 9. Eigenvectors are [3 —1]" and [3 1], respectively.
The corresponding general solution is

y1 = 3¢ + 3cpe”t
Yo = —c1€%% + cpe”t.

6. The matrix has the double eigenvalue —6. An eigenvector is [I —1]". Hence the
vector u needed is obtained from

(A + 6Du = u= .
2 2 -1

We can take u = [0, —3%]. With this we obtain as a géneral solution
y1 = cre 8 + cote 8t
Yo = — c1e” % — cy(t + He70".
8. The eigenvalue —3 has two linearly independent eigenvectors, which we can choose
as{l 0 0]"and[0 2 1]". The second eigenvalue is —6. A corresponding eigen-

vectoris [I 1 —1]". This gives the solution

3t 6t

y1 = cie” + cze”
Yo = 2cqe ™3t + e8¢
yg = coe™ 3t — cze bt

10. y;, = 273t — 2¢%,  y, = —5¢73 — 2%
12. y; =3e3 + e7t,  y, = 63 — 2¢7°
14. y; = —3€' + 33,  y, = &' + %

16. The restriction of the inflow from outside to pure water is necessary to obtain a ho-
mogeneous system. The principle involved in setting up the model is

Time rate of change = Inflow — Outflow.
For Tank T, this is (see Fig. 84)

L 4 16
= (12'04‘“2‘66}’2) ~ 200 M
For Tank T, it is
, 16 44+ 12
Yo = %)’1 _W)’z

Performing the divisions and ordering terms, we have
y1 = —0.08y; +0.02y,
ys = 0.08y; —0.08y,.

The eigenvalues of the matrix of this system are —0.04 and —0.12. Eigenvectors are
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18.

20.

[l 2]Tand [1 —2]7, respectively. The corresponding general solution is

1 1
y = Cl[z]e—-o.ou + C2|:_2:Ie—o.12t'

The initial condition is y;(0) = 100, y5(0) = 200. This gives ¢; = 100, ¢, = 0. In
components the answer is

y = 1008_0'04t

yp = 200e~0-04%,

Both functions approach zero as t — o, a reasonable result because pure water flows
in and mixture flows out.

Differentiate the first given equation,
I/C + RU; — I) = 0.

Solve algebraically for I3, substituting I; from the second given equation. Solve the
second given equation algebraically for I;. Then we have the system in the usual form

, R 1 R
L=\c—%=L—F1

L RC L
, R R
Iy = 3 L 3 L.
Thus the matrix is
RIL — 1/RC —RIL
A=

RIL —R/L

This gives the characteristic equation
24— L 0

RC LC

and the eigenvalues

Y Y i S U
2RC 4R%C? LC

Hence the eigenvalues are real if and only if

1 1
W = E, thus, L = 4R%C.

TEAM PROJECT. From the complex solution in Example 4 we can obtain a real
basis and a real general solution by the Euler formula (Sec. 2.3), which we need in

the form
2t _ . -2it _ s )
e = cos 2t + isin 2t, e = cos 2t — isin 2t.

Collecting the real and imaginary parts, we thus obtain in the complex solution (12%*)

1 ) 1 . cos 2t sin 2¢
(A) e? = | " | (cos 2t + isin 2f) = i + i
2§ 2i ' —2 sin 21 2 cos 2t

and similarly
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1] .. [1 cos 2t sin 2t |
|: e = ] (cos 2t — isin2f) = l: ) ] —i|: 1.
—2i ] —2i —2 sin 2t 2cos 2t

Substitution into (12) shows that the real part and the imaginary part in (A),

ru1:| [ cos 2t ] l:vl] |: sin 2¢
u= = L and v = = ,
| Uy | —2 sin 2¢ Uy 2 cos 2t

are solutions. These real solutions form a basis because their Wronskian is not zero,

cos 2t sin 2¢
—2 sin 2¢ 2 cos 2t

W, v) = = 2cos®2t + 2sin? 27 = 2,

Hence a real general solution of (12) is

b2 cos 2¢ sin 2¢
y= =Au+Bv=A . + B .
Vo —2 sin 2t 2cos 2t

This represents the same ellipses as before because by calculation and simplification
we find

y12 + %yzz = (Az + BZ)(COSZ 2t + Sin2 2t) = A2 + BZ = const.

We turn to Example (5). The complex solution is

' 1 , 1 .
(B) y=¢ l;- :Ie(—1+z)t + Cs [_i ]e(—l-—z)t.

We derive from this a real general solution. In (B) we have

—t . . —t —t s
1 S-1DE e *(cost + isin?) _ | ¢ cost y e tsint
i ie"%(cost + isinf) —~e~tsint e~tcost

and ,

i _t o » _t -t .
1 -1t = e "(cost — isinf) _ | e cost | ; e "sint ‘
—i —ie~%cos t — isint) —e tsint e tcost

The real and imaginary parts on the right are real solutions of (13)—<all them u
and v—as can be seen by substitution. They form a basis because their Wronskian is
not zero.

—t —t .
etcost e tsint
il = ¢ 2Ycos®t + sin?¢) = ¢~ 2,

W, v) = l:

—e " tsint e tcost

The corresponding real general solution is

Y1 e fcost | e tsin¢
y= =Au+Bv=A e . +B ¢ ;
s —e "sint e "cost

in components, .
(C) y; = e YAcost + Bsinp), yo = e %(Bcost — Asini).

It represents spirals (see Fig. 82). To see this, we introduce the usual polar coordi-
nates r, 8 in the y, y,-plane defined by

r®=y.% + y)?, tan 6 = y,/y;.
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Then by straightforward calculation and simplification of the result we obtain
from (C)

r2 = (A% + BYe 2, thus r = coé’,

where ¢y = VA% + B® and 6 = —t. For each c, this represents a spiral, as claimed.
The origin is a spiral point of the system (13).

SECTION 3.4. Criteria for Critical Points. Stability, page 170

Purpose. Systematic discussion of critical points in the phase plane from the standpoints
of both the geometrical shapes of trajectories and stability.

Main Content

Formula (9) for the types of critical points

Formula (10) for the stability behavior

Stability chart, giving (9) and (10) graphically
Important Concepts

Node, saddle point, center, spiral point

Stable and attractive, stable, unstable
Background Material. Sec. 2.5 (needed in Example 2).

Short Courses. Since all those types of critical points already occurred in the previous
section, one may perhaps present just a short discussion of stability.

Some Details on Content

The types of critical points in Sec. 3.3 now recur, and the discussion shows that they ex-
haust all possibilities. With the examples of Sec. 3.3 fresh in mind, the student will ac-
quire a deeper understanding by discussing the stability chart and by reconsidering those
examples from the viewpoint of stability. This gives the instructor an opportunity to em-
phasize that the general importance of stability in engineering can hardly be overesti-
mated.

Example 2, relating to the familiar free vibrations in Sec. 2.5, gives a good illustration
of stability bebavior, namely, depending on c, attractive stability, stability (and instabil-
ity if one includes “negative damping,” with ¢ < 0, as it will recur in the next section in
connection with the famous van der Pol equation).

SOLUTIONS TO PROBLEM SET 3.4, page 174
2. p =0, g = —9, saddle point, always unstable. A general solution is
y1=  cre7 3 + cpe®t
Yo = —5c1e73 + cpedt
4. p = —12,q = 27, A = 144 — 108 > 0, stable and attractive node. A general solu-
tion is
y1= e+ cpe®

Yo = —3cie”3 + 3cpe 0
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6. p=0,g =9, A = —-36, center, always stable. A complex general solution, as ob-
tained directly from the characteristic equation, is

1—3i ) 1+3i] .
y= cll: s jle—&t + 62|: s :IeSzt.

The conversion to real form takes patience:

1. Take the simpler of the two components and multiply everything out. Then col-
lect the cosine and the sine terms and choose a notation for their coefficients,
say, A and B.

2. Express c; and ¢, in terms of A and B.

3. Substitute the result just obtained into the first component and simplify.
In the present case the second component, y,, is simpler:

Yo = 5cy(cos 3t — isin 3f) + Sco(cos 3¢ + isin 3¢)
= (5S¢ + 5c¢g) cos 3t + (—5icy + 5Sicy) sin 3¢

= 10A cos 3¢ + 10B sin 3¢
where
5¢; + 5¢4 = 104

10iB.

Scq — 5S¢y
In the second step we solve this for ¢; and ¢y, obtaining
c1=A+iB
c; = A — iB.
In the third step we turn to the first component,
y1 = ci(1 — 3i)(cos 3¢t — isin 37) + co(1 + 3i)(cos 3¢ + isin 37)
[(1 = 3i)c; + (1 + 3i)ey] cos 3¢
4+ [(=i(1 = 3i)e; + i1 + 3i)cy] sin 3z

Expressing c¢; and ¢, in terms of A and B and simplifying (in this operation, imagi-
nary terms must drop out by cancellation) we obtain

¥1 = (2A + 6B) cos 3¢ + (2B — 6A) sin 3.
8. p = —3, ¢ = —10, saddle point, always unstable. A general solution is

1= 1€ + 4cye?t
Yo = —cie”% + 3cye?t.

10. We could solve the first equation, y; = c,e™* and insert this into the second equa-
tion, and solve it. Or we can follow the rule. An eigenvalue is —1 and has only a sin-
gle independent eigenvector, say, [0 1]7, so that we have no eigenbasis and have to

determine u from ]
0 0 0
A+ Du= u= .
-5 0 1
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This gives —5u; = 1, u; = —1/5, uy = 0. A general solution is

— 1 -t
n= 5C2€

Yo = cre”t + cotet,
The critical point is a degenerate node, which is stable and attractive.
12. y = A cosit + B sin 3z. The trajectories are the ellipses
1y.2 + y,2 = const.

This is obtained as in Example 4 in Sec. 3.3.
14. y = e %A cos t + B sin ). The trajectories are stable and attractive spirals.

16. y; = —dy,/dr, y5 = —dy,/dr, reversal of the direction of motion; to get the usual
form, we have to multiply the transformed system by —1, which amounts to multi-
plying the matrix by —1, changing p into —p, but leaving g and A unchanged. In the
example, we get an unstable node.

18. At a center, p = a;; + azp = 0, ¢ = det A > 0, hence A < 0. Under the change,
p changes into a;; + k + agy + k = 2k # 0; g remains positive because

(@11 + K)az + k) — a13a5; = q + k* > 0.
Finally, A remains unchanged because
(p+ 2k —d(g+ k% = (2% — 4(g + k?) = —4¢g < 0.

Hence we obtain a spiral point, which is unstable if X > 0 and stable and attractive
if k < 0.

We can reason more simply as follows. For a center the eigenvalues are pure imag-
inary (to have closed trajectories). An eigenvalue A of A gives an eigenvalue A + £
of A, causing a damped oscillation (when k < 0) or an increasing one (when k > 0),
thus a spiral.

SECTION 3.5. Qualitative Methods for Nonlinear Syst_ems, page 175

Purpose. As a most important step, in this section we extend phase plane methods to non-
linear systems and nonlinear equations.

Main Content

Critical points of nonlinear systems
. Their discussion by linearization
Transformation of single autonomous equations
Applications of linearization and transformation techniques
Important Concepts and Facts
Linearized system (3), condition for applicability
Linearization of pendulum equations
Self-sustained oscillations, van der Pol equation

Short Courses. Linearization at different critical points seems the main issue that the stu-
dent is supposed to understand and handle practically. Examples 1 and 2 may help stu-
dents gain skill in that technique. The other material could be skipped without loss of con-
tinuity.
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Seme Details on Content
This section is very important, because from it the student should learn not only tech-

niques (linearization, etc.) but also the fact that phase plane methods are particularly pow-

erful and important in application to systems or single equations that cannot be solved ex-
plicitly. The student should also recognize that it is quite surprising how much information
these methods can give. This is demonstrated by the pendulum equation (Examples 1
and 2) for a relatively simple system, and by the famous van der Pol equation for a sin-
gle equation, which has become a prototype for self-sustained oscillations of electrical
systems of various kinds.

We also discuss the famous Lotka—Volterra predator—prey model.

For the Rayleigh and Duffing equations, see the problem set.

SOLUTIONS TO PROBLEM SET 3.5, page 183

2. y = Acost + Bsin ¢, radius VA% + B2
4. (nm, 0) saddle points for even n and centers for odd »
6. At(0,0), 1 = y5,¥5 = —y1,p = 0,q = 1, A = —4, center. The other critical point
is at (—1, 0). We set y; = —1 + 5;, o = ¥5. Then —y; — y,2 = 5,. Hence J; = Vs,
Ys = . This gives a saddle point.
8. y" +y — y® = 0 written as a system is
)’:{ =Yz
Y2 = =y +
Now —y; + ¥,® = y1(=1 + y;2) = 0 shows that there are three critical points, at

(1, ¥2) = (0, 0), (—1, 0), and (1, 0).
The linearized system at (0, 0) is

= 0 1
y} 72 Matrix: [ il .
Yo = ~ V1. -1 0

From the matrix we see that p = a;; + ags = 0, g = 1. Hence (0, 0) is a center (see
Sec. 3.4).
For the next critical point we have to linearize at (—1, 0) by setting

y1=-"1+5, Yo = Yo.
Then

n(=1+y2=(1+¥[~1+ (-1 +5)]
= (=1 + [, + 3% = 25,
Hence the linearized system is
~r e~
Zf N y2~ Matrix: |:0 l:l .
Yo = 2¥4. 2 0
Hence g = det A = —2 < (), that is, the critical point at (—1, 0) is a saddle point.

Similarly, to linearize at (1, 0), set

y1=1+75, Yo = Yo
Then ' ’
-y + 3 =25

and we obtain another saddle point, as just before.
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10.

12,

14.

16.

The equation gives the system

Y1 =Ys
5

ys = —4y; + 5y.® — .
Now

D) = —4y1 + 59 = y:° = =314 ~ 5.2 + ;) =0

involves a quadratic equation in y,% with solutions y,2 = 1, 4. Hence the zeros
of f(y,) are 2, 1, 0 and give the five critical points (y;, 0) with y; = —2, —1,
01,2 '

Linearization leads to the result that (0, 0), (—2, 0), and (2, 0) are centers and
(—1, 0), (1, 0) are saddle points.

For instance, at (0, 0), linearize to

Y1=Ys y5=—4y, toget p=0 g=4>0, acenter

At the other points some work may be saved by setting

fO) = —y10n + DG — DG1 +2)01 — 2)
and substituting y; = —2 + ¥, at (=2, 0) (etc. for the others) and finding

- fO) = “(3’1 - 20, — 1)(3"1 - 3)(3"1)(3"1 —4) = “243"1,
giving the linearized system

V1 =TFar Vo = —243,, p=0, g=24, acenter.
More savings follow by noting that every linearized system is of the form
— 0 1. -
y =| .. Y, thus p=0, g= —a,.
as1 0

Now
g = —dn = —f'(y)) =4 — 159,* + 5p,*
is positive at 0 and *+2, thus giving centers, and negative at * 1, giving saddle points,
as asserted.
¥1 =y y2 = 491 — 3% oy = 41 — i,
¥2> = 4y, — gy* + c* or (see the figure on the next page)
v =3 +4 =y — 4+,

Critical points at (0, 0), (2, 0), (—2, 0). Linearization leads to the following:

Y1 =Ds

Y2 = 4y — Yo,
Y1 =2

!

Yz = —8y1 ~ ya,
which gives stable and attractive spiral points (instead of centers).

Note the similarity to the situation in the case of the undamped and damped pen-
dulum equations.
TEAM PROJECT. (a) Unstable node if u = 2, unstable spiral point if
2> p > 0, center if u = 0, stable and attractive spiral point if 0 > w > —2, stable
and attractive node if u = —2.
(©) ¥1 =2 y5 = —(wo’y1 + By;*), hence

YaY2 = —(wo?y1 + By ®y1.

At (0, 0): qg= —4, saddle point.

At (=2, 0): p=-1g=8A=1-32<0,
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Section 3.5. Problem 12

By integration on both sides,

yo® + @®y® + 3By;* = const.

SECTION 3.6. Nonhomogeneous Linear Systems, page 184

Purpose. We now turn from homogeneous linear systems considered so far to solution
methods for nonhomogeneous systems.

Main Content

Method of undetermined coefficients
Modification for special right sides
Method of variation of parameters

Method of diagonalization
Short Courses. Select just one or two of the preceding methods.

Some Details on Content

In addition to understanding the solution methods as such, the student should observe the
conceptual and technical similarities to the handling of nonhomogeneous linear differen-
tial equations in Secs. 2.8 —2.12 and 2.15 and understand the reason for this, namely, that
systems can be converted to single equations and conversely. For instance, in connection
with Example 2 in this section, one may point to the Modification Rule in Sec. 2.9, or, if
time permits, establish an even more definite relation by differentiation and elimination
of Y2,

n

y1= =3y1 +y; + 12¢7%

~3y1 + (31 — 3yp + 2¢7%) + 12¢7%

= =3y, + y1 — 3031 + 3y; + 67 %) + 1472

— 6yl = g~ e,

solving this for y; and then getting y, from the solutior.




Instructor’s Manual

SOLUTIONS TO PROBLEM SET 3.6, page 189

2. The eigenvalues are —2 and 2. Eigenvectors are [I —1]"and [1 1]7, respectively.
A particular solution can be obtained by the method of undetermined coefficients.
Answer: ‘

- -2t 2t _ 3 = 2t 2t _ 1
y1 = cq€ + cye y B Yo = —Cq1€ + cqe 5t.

4. The eigenvalues are —1 and 2, with eigenvectors [1 1]7 and [1 ﬂr, respectively.
By the method of undetermined coefficients we have to assume, say,
y1 = A;cost + By sin ¢; similarly for y,. Answer:

y1=cie "+ cpe?* — Tcost + sint
Yo = ¢t +3ce®* — 3 cost — sint.

6. The eigenvalues are 2 and 5, with eigenvectors [I —2]" and [1 1], respectively.

Answer:
y1 = c1€% + cpe® — 0.18 — 0.4¢

yo = —2c1e%t + cpe® + 0.32 + 0.61.

8. From the characteristic equation we obtain

1 1
M =4, xP= [1] dp=—4, x®= [ 1] .

By the method of undetermined coefficients, we set

yP =u + vt + wz.
By substitution,

, 0 4 . [0 01,
yP' =y + 2wt = (m + vt + we?) + + 12,
4 0 2 —16

We now compare componentwise the constant terms, linear terms, and quadratic

terms:
U, = 4u2 }
constant terms
Uy = 4u1 + 2
2w, = 4v, } )
linear terms
2W2 = 41)1
0 = 4w, } .
quadratic terms.
0=4w; — 16

We then obtain, in this order,
W1=4, W2=O, Ul=0, Uz=2, u1=%(02_2)=0, M2=0.

The corresponding general solution is
¥ = c;xPe? + ¢,xPe™% + vr + w3

in components,
y1 = ¥ + coe™ + 412, y, = cie*t — cge™H + 21,

From this and the initial conditions y;(0) = 3, y5(0) = 1 we obtain.c; = 2, ¢5 = 1.
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10.

12.

Answer:
y; = 2e* + 74 + 442, Yo = 2e% — 7% + 2z,

From the characteristic equation,

. 4 1
M=2 xP= [1] : A= —4, x®= [1] :

P can be obtained by the method of undetermined coefficients, starting from

y® = acosht + bsinh ¢

y(

Substitution gives
y®' = asinht + b cosh ¢

4 -8 . 2 o] .
= (acosht + bsinh¢) + cosht + sinh z.
2 -6 1 2

Comparing sinh terms and cosh terms (componentwise), we get from this

a, = 4b1 - 8b2 .

sinh terms
612=2b1—6b2+2
b1=4a1—8a2+2

cosh terms.
b2=2a1_6a2+1

To solve this, one can substitute the first two equations into the last two, solve for
b1 = 2, by = 1, and then get from the first two equations a; = a, = 0. This gives
the general solution _

y1 = 4c1e®* + cpe”* + 2sinh e, 512 = 1% + cpe”* + sinh s,

From the initial conditions we see that ¢; = 0, ¢, = 0, so that the general solution
does not contribute to the answer. This is not automatically the case when we have
y1(0) = 0, y,(0) = 0, but is a consequence of the fact that y® at ¢ = 0 is the zero
vector. Answer: y, = 2sinh ¢, y, = sinhz.

1
1

lution of the homogeneous system. Hence, to find y‘®, we have to proceed as in Ex-
ample 2, setting

4
¥ = c1xPe’ + cxPe?t xP = |: ] x® = l: at Now ¢* on the right is a so-

yP = utet +'ve'.
Substitution gives /
-3 -4 : 5
(P)’=ut+1et+vet=|: :lutet+vet+ ét.
y ¢+ 1) s el | e
Equating the terms in e’ (componentwise) gives

u1+vl=_3vl_4vz+5

Uy + Uy = 5v; + 6vy — 6
and the terms in te' give
Uy = —3uy — 4uy
Uy = Suq + 6u,.
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Hence u; = 1, uy = —1, v; = 1, vy = 0. This gives the general solution
y1 = ciet + dcpe®t + tet + &f,  y, = —cieb — 5cpe®t — tet.
From the initial conditions we obtain ¢; = —2, ¢, = 5. Answer:

y1 = —2€" + 20e? + tef + &,  y, = 2’ — 25¢% — tet.

14. A general solution of the homogeneous system is
) 0,3t (@ ,—t w 2 @ 2
Yy =X e + cox Ve, X = , X = .

Answer:
y1=2"+12  yo=—et—1t

16. The formula for v shows that these various choices differ by multiples of the eigen-

vector for A = —2, which can be absorbed into, or taken out of, ¢; in the general so-
lution y®.
18. The equations are
€)) Iy = =2I; + 2I, + 440sin ¢
and

8, + 2 [Ldt + 20, ~ I) = 0.
Thus
I = —025 [Ldt + 0250, — Iy),
which, upon differentiation and insertion of I; from (a) and simplification, gives

() ' I, = —04I, + 0.21, + 88 sint.

The general solution of the homogeneous system is as in Prob. 17, and the method
of undetermined coefficients gives as a particular solution

11352 1]616]| .
- cost + — sin £,
31 44 31132

o 151 ose_ 125 5] s, 501
3 12 21 | -2 7 1

SOLUTIONS TO CHAPTER 3 REVIEW, page 190

16. Eigenvalues —1, 6. Eigenvectors [1 —1]7, [4 3]". The corresponding general so-
lution is
y1 = cre”t + dcpe®, y, = —ciet + 3cyet

The critical point at (0, 0) is a saddle point, which is always unstable.
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18.

20.
22,
.y = 20188+ cpe”2 + 2te + €f

26.
28,

30.

32.

34.

Eigenvalues *2i. Hence y; = A cos 2t + B sin 2t. From this and the first equation,
ys = —3y; = —Bcos 2t + A sin 2¢.

The critical point at (0, 0) is a center, which is always stable.

y1 = et 4 e, y, = —2cie7t — 3cye 2, stable and attractive node
y1 = 1€ + cpe7, y; = 413" — Lcye™; saddle point

Vo = —ciet — 2c0e7 2t — et
¥1 = 2c167" + 2c0e® + cost — sint, y, = —cet + cpedt
g = AAy < 0 for a saddle po1nt so that A; and A, must be real. A® has the eigen-

values p; = A% and uy = A%, which are real, and Miits => 0, as well as

(1 + p2)® — dpapts = (1 — p)® Z 0,
so that we get a node, which is unstable because p; + s > 0.
The matrix of the system is
[A-B -4
, -
where A = R/L and B = 1/RC. A general solution is

M1 4
=c et +c e~
y 1__4:| 2|:_1j|

and the initial conditions give ¢; = —1/3 and ¢, = 1/3.

I, — I, + 101; = 100, 12 +1;- 14 1= = 0 (after differentiation). Solve the first equa-
tion algebraically for I1. Replace I; in the second equatlon by using the first equa-
tion. This gives the system

I = —0.1I; + 0.11, + 10
I, = —0.1I; — 091, + 10.
Eigenvalues A = —0.5 = V0.15 = —0.1127, —0.8873; corresponding eigenvectors:

1 "1
@ — @
X [—0.127] ’ X [—7.873] '

100
J = o xWe=01127t | ;¢ (2,—0.8873¢ | l: o :|

Answer:

with ¢; = —101.6 and ¢; = 1.64 from the initial conditions.
A general solution is

y1=Acost+ Bsint + 1
Yo =Bcost — Asint — t.

(D) Undetermined coefficients. This is much simpler than the other two methods.
= At + B, y, = Ct + D. By substitution, A = Ct+ D + ¢, C = —At B; thus
C——lA 0,B=1,D =0,
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(II) Variation of parameters. We write ¢ = cos t, s = sin . Then

e —s fcos?t 5
yP=Yu=Y |: :H:]dt—Yf[ ]
oLS c fsin?
__|:c s:||:ts+c—1:|_|:1—c:|
—S C: —tct+ s —t+ s
1 cos t
= —t - ~sinz |’

where the last term is a solution of the homogeneous system.
() Diagonalization can be done in complex. A; = i, Ay, = —i, and

N B

as expected. Also,

Thus

Particular solutions are
= e [ethdr = Jir + 1)

79 = e—itf “ledt = X(—it + 1)

11 1 it2 + 172 1
yP =Xz = = )
i —iJlL—ial2 + 112 —t

36. (nr, 0) centers (n integer)
38. Critical points at (0, 0) and (0, —1). The linearized systems are

and thus

y{ = 2y2 3;{ = _23;2
, : and - .
y2 = —8y Yo = —8y,

where y; = y; and y, = —1 + '3?2. At (0, 0) the system has a center and at (0, —1)
a saddle point. ‘




CHAPTER 4

Series Solutions of Differential Equations
Special Functions

Changes

This chapter has been streamlined and shortened by presenting the material on Bessel
functions in a more condensed form and several minor changes to make it more teachable,
without losing the opportunity to familiarize the student with an overview of some of the
techniques used in connection with higher special functions.

SECTION 4.1. Power Series Method, page 194

Purpose. A simple introduction to the technique of the power series method in terms of
simple examples whose solution the student knows very well.

SECTION 4.2. Theory of the Power Series Method, page 198

Purpose. Review of power series and a statement of the basic existence theorem for power
series solutions (without proof, which would exceed the level of our presentation).

Main Content, Important Concepts

Radius of convergence (7)

Differentiation, multiplication of power series
Technique of index shift
Real analytic function (needed again in Sec. 4.4)

Comment N
Depending on the preparation of the class, skip the section or discuss just a few less known
facts.

SOLUTIONS TO PROBLEM SET 4.2, page 204

2.y=ayd —® - 43+ 4 + &b+ )
dy=afl +x2+x2+ ) =g/l — x?)
x4 6 2
6. y = (ap + arx) (1+x2+i+§+---)=(a0+a1x)e’”
8.y =ax + ag(l — x® — 3x* — £x® — 3x® — .. .). [This is a particular case of

10.

12.

14.

Legendre’s equation (n = 1), which we consider in Sec. 4.3.]

t2 13
Yy = 4ag (1 + N +) + a (t + ar +) = Acoshx + Bsinhux,
where A = ggcosh1 — g; sinh 1, B = a; cosh 1 — g, sinh 1.
The answer to Prob. 11 shows that the equation does not have a solution in powers
of x, because of In x. The reason is that the coefficient 1/x of the equation is not an-
alytic at x = 0. If we substitute a power series in powers of x into xy’ = y + x, we
getag = 0, a; = a; + 1, a contradiction.
R=1 16. R =1 18. R = 20. R=0

73
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22. TEAM PROJECT. The student should see that power series reveal many basic prop-
erties of the functions that they represent. The familiarity with the functions consid-
ered should help students understand the basic idea without being irritated by unfa-
miliar notions or notations and more involved formulas. Some of the tasks in (d)
illustrate that not all properties become immediately visible, although all of them are
determined by the sequence of the coefficients.

24, >, (m™ )(m + Dx™, 1
m=0

26. CAS PROJECT. (a) It is instructive to see how polynomials of increasing degree
follow more and more the cosine curve and then at a distinctly noticeable point be-
gin to go their own way (see the figure). Some calculus books also show this, but
students may have forgotten, so this reminder serves a good purpose. Those “quali-
tative” break-away points are very roughly at 1, 2, 3, - - - . Of course, for quantita-
tive information, one would need more exact analytical estimates of remainders.

Section 4.2. CAS Project 26(a)

(b) The plot in the figure suggests that all the partial sums are even functions and
that convérgence seems to take place for —1 < x < 1; of course, this does not
prove that the convergence radius is 1. Divide the equation by the coefficient of
y" to see that we cannot expect convergence in a larger interval because 1 — x*
is zero at x = *1. The series solution is

o 2m

y=1-2 s
m

Section 4.2. CAS Project 26(b)
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SECTION 4.3. Legendre’s Equation. Legendre Polynomials P,(x),
page 205

Purpose. This section on Legendre’s equation, one of the most important equations, and
its solutions is more than just an exercise on the power series method. It should give the
student a feeling for the usefulness of power series in exploring properties of special func-
tions and for the wealth of relations between functions of a one-parameter family (with
parameter ). :

Legendre’s equation occurs again in Secs. 4.7, 4.8, and . 11.11.
Comment on Literature and History

For literature on Legendre’s equation and its solutions, see Refs. [1], [6], [11].
Legendre’s work on the subject appeared in 1785 and Rodrigues’s contribution (see
Prob. 6) in 1816.

SOLUTIONS TO PROBLEM SET 4.3, page 209
6. We have
i n
@ -t =2 (" (m) @y,

m=0
Differentiating n times, we can express the product of occurring factors
(2n — 2m)2n — 2m — 1) - - - as the quotient of factorials and get
n! 2n — 2m)!
mli(n — m)! (n — 2m)!

n—2m

" M
- 2 _ 1\yn] = _1\ym
e (ol Vi m2=0( 1)

with M as in (11). Divide by n!2". Then the left side equals the right side in
Rodrigues’s formula and the right side equals the right side of (11).

10. TEAM PROJECT. (a) Following the hint, we obtain

1
A (d-2xu+u®)2=1+ E(qu - u?)

+et 1.3'“(2n_1)(2qu—uz)"+~--
2-4---2n)

and for the general term on the right

B)  Q2xu— U™ = 2x)"u™ — mQx)mlym+1
+ m(m — 1)
‘ ’ 2!
Now u™ occurs in the first term of the expansion (B) of (2xz — u2)", in the sec-

ond term of the expansion (B) of (2xu — ™!, and so on. From (A) and (B)
we see that the coefficients of #™ in those terms are

1:3:+-@2n—-1)

(zx)‘m—2u‘m,+2 oo

XV TR @2x)" = a,x" [see (9)],
_l3@n=3) e
2:4--(2n—2)
2 -
== 2n f 1 n_4_1 anxn_z = an_zxn—z [see (9%)],

and so on. This proves the assertion.
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(b) Set u = ry/r5 and x = cos 6.
(¢) Use the formula for the sum of the geometric series and set x = 1 and x = —1.
Then set x = 0 and use

a+ u2)—1/2 — 2 (_1/2) u2m.
m

(d) Abbreviate 1 — 2xu + u® = U. Differentiation of (13) gives

o0

1
-3 U~32(—2x + 2u) = 2 nP, (x)u™1.

n=0

Multiply this equation by U and represent U~2 by (13):

(x~ w) > P,@u" = (1 — 2xu + u?) Dy nP(x)u™ L.

n=0 n=0
In this equation, u™ has the coefficients
XPr(x) = Ppy(x) = (0 + DPpys(x) — 2nxPy(x) + (n — DPy_1(%).

Simplifying gives the asserted Bonnet recursion.

12. P'() = V1 — 22, PMx) = 3xV1 — 5%, P2(x) = 3(1 — 1),

P2(x) = (1 — x2)(105x% — 15)/2

SECTION 4.4. Frobenius Method, page 211

Purpose. To introduce the student to the Frobenius method (an extension of the power
series method), which is important for equations with coefficients that have singularities,
notably Bessel’s equation, so that the power series method can no longer handle them.
This extended method requires more patience and care.

Main Content, Important Concepts

Regular and singular points
Indicial equation, three cases of roots (one unexpected)

Frobenius theorem, forms of bases in those cases

Short Courses. Take a quick look at those bases in Frobenius’s theorem, say how it fits
with the Euler—Cauchy equation, and omit everything else.

Comment on “Regular Singular” and “Irregular Singular”

These terms are used in some books and papers, but there is hardly any need for confus-
ing the student by using them, simply because we cannot do (and don’t do) anything about
“irregular singular points.” A simple use of “regular” and “singular” (as in complex analy-
sis, where holomorphic functions are also known as “regular analytic functions™) may
thus be the best terminology.

Comment on Footnote 11

Gauss was born in Braunschweig (Brunswick) in 1777. At the age of 16, in 1793 he dis-
covered the method of least squares (Secs. 18.5, 23.9). From 1795 to 1798 he studied at
Gottingen. In 1799 he obtained his doctor’s degree at Helmstedt. In 1801 he published
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his first masterpiece, Disquisitiones arithmeticae (Arithmetical Investigations, begun in
1795), thereby initiating modern number theory. In 1801 he became generally known when
his calculations enabled astronomers (Zach, Olbers) to rediscover the planet Ceres, which
had been discovered in 1801 but had been visible only very briefly. He became the di-
rector of the Gottingen observatory in 1807 and remained there until his death. In 1809
he published his famous Theoria motus corporum coelestium in sectionibus conicis solem
ambientium (Theory of the Heavenly Bodies Moving About the Sun in Conic Sections;
Dover Publications, 1963), resulting from his further work in astronomy. In 1814 he de-
veloped his method of numerical integration (Sec. 17.5). His Disquisitiones generales
circa superficies curvas (General Investigations Regarding Curved Surfaces, 1828) rep-
resents the foundation of the differential geometry of surfaces and contributes to confor-
mal mapping (Sec. 12.5). His clear conception of the complex plane dates back to his the-
sis, whereas his first publication on this topic was not before 1831. This is typical: Gauss
left many of his most outstanding results (non-Euclidean geometry, elliptic functions, etc.)
unpublished. His paper on the hypergeometric series published in 1812 is the first Sys-
tematic investigation into the convergence of a series; it allows a study of many special
functions from a single point of view.

SOLUTIONS TO PROBLEM SET 4.4, page 216

2. y1=x+1,y5= U(x + 1). Check: Setx + 1 = z to get an Euler—Cauchy
equation.

4. Substitution of (2) and the derivatives (2*) gives

(A 4> m+nrAm+r— Dax™ 1+ 2> (m + Pa,,x™ 1

m=0 m=0

[~ -]
+ > @ x™T = 0.
m=0

Writing this out, we have

4r(r — Dagx™ ™! + 4(r + Drayx™ + 4(r + 2)(r + Dagx™1 + - - -
+ 2rapx™1 + 2(r + 1) apx” + 2(r + agx™t + - - -
+ agx” + a x4 =0
By equating the sum of the coefficients of x" ! to zero we obtain the indicial equa-
tion

4r(r — 1) + 2r = 0, thus r2—1ir=0.

N

The roots are r; = 4 and r, = 0. This is Case 1.

By equating the sum of the coefficients of x™** in (A) to zero we obtain (take
m+r—1=r+s,thusm =5+ 1in the first two series and m = s in the last se-
ries) ' :

A+ r 4 1)+ Pagyy + 2s + 7+ Dag,, + a; = 0.
By simplification we find that this can be written

s +r+1)(s+r+3aq +a,=0.
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We solve this for g4 in terms of ag:

—_— as
st Qs+ 2r +2)2s + 2r + 1)

®) s=0,1,---).

First solution. We determine a first.solution y;(x) corresponding to r;, = 4. For

r = ry, formula (B) becomes
as
%17 T 25 1 3)2s + 2)

s=0,1,---).

From this we get successively

o ! as ;
a; = — , ay=——, az = — , etc.
3.2 > 5.4 276
In many practical situations an explicit formula for a,, will be rather complicated.
Here it is simple: by successive substitution we get

—_% - % = _%
S TR T AT
and in general, taking g = 1,
(=n™
Gy = 2 m=0,1,-).
Q2m + D!
Hence the first solution is
(x)=x1/2§ —(—_I)Lxm=\/; 1—lx+—1—x2—— + ) =sin Vx
& = @m + D 6" " 120 '

Second solution. If you recognize y, as a familiar function, apply reduction of order
(see Sec. 2.1). If not, start from (6) with r; = 0. For r = ry = 0, formula (B) [with
A,.1 and A, instead of a,., and a;] becomes '

A
A1 T T 5T _2)(82s + 1) (=01
From this we get successively
A= 2A-01 ’ 42 =~ 4A-13 AT 6A~25 ’
and by successive substitution we have
Alz_%(;" 2=%%’ A3=_%,
and in general, taking 4o = 1, -
_(-y™
™ em)!
Hence the secoﬂd solution, of the form (6) with r = 0, is
yz(x)=i (—l)mxm= 1—Lx+x® — + - =cosVx.

= @am)
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6. y1 =x"lcos2x, yy=x"Ysin2x
8. y, =¢% Yo = e%Ix
10. y; = (x — 1)% yo = 1(x — 1)%. Check: z = x — 1 gives an Euler—Cauchy equation.
x2 xt x5
Ryn=ltmt gmt e
x2 3x4 11x8
A N T I I
x2 x* x8 x8 1
Wn=g o5t ey et Ty

16. TEAM PROJECT. (b) In (7b), Sec. 4.2,

Ane1 _ (a + n)® + n)
ay, (n+ I)Xc+n

hence R = 1.
(¢) In the second line,
arctanx =x — 3x® + 3% — 3T+ — - .. (<1
iy =yt s, 13 5, 135 . ' W< 1
arc sinx = x 2.?’x 2.4_5x 2_4.6_7x (x .

(d) The roots can be read from (15), brought to the form (1) by multiplying it by x
and dividing by 1 — x; then by = c in (4) and ¢, = 0.
18. y = AF(2,2,3;x) + Bx2
20. y = A(1 + 4x) + BVx F(-3, -3, 3, »)

SECTION 4.5. Bessel’s Equation. Bessel Functions J,(x), page 218

Purpose. To derive the Bessel functions of the first kind J, and J_, by the Frobenius
method. (This is a major application of that method.) To show that these functions con-
stitute a basis if » is not an integer, but are linearly dependent for integer v = n (so that
we must look later, in Sec. 4.6, for a second linearly independent solution). To show that
various differential equations can be reduced to Bessel’s equation (see Problem Set 4.5).

Main Content, Important Concepts

Derivation just mentioned

Linear independence of J, and J_,, if v is not an integer

Linear dependence of J,and J_, if v=n=1,2, -

Gamma function as a tool _
Short Courses. No derivation of any of the series. Discussion of J, and J; (which are
similar to cosine and sine). Mention Theorem 2.

Comment on Special Functions

Since various institutions no longer find time to offer a course in special functions, Bessel
functions may give another opportunity (together with Sec. 4.3) for getting at least some
feeling for the flavor of the theory of special functions, which will continue to be of some
significance to the engineer and physicist. For this reason we have added some material
on basic relations for Bessel functions in this section.
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SOLUTIONS TO PROBLEM SET 4.5, page 226

2.

y = AJ(Ax) + BJ_,(Ax)
From a practical point of view, this is probably the most frequently occurring case.
Problems 1—10 are for gaining skill and making the student aware of the fact that
Bessel’s equation, just as the hypergeometric equation in Problem Set 4.4, is a mem-
ber of a large family of equations that can be solved in terms of Bessel functions, a
fact that adds to the great importance of these functions.

4. Alye(Vx) + BJ_y6(Vx)
6. Jo(Vx)

10.

12.

14.

16.

18.

20.

. Vx [A5(Vx) + BI_1;5(Vx)] = x4[A sin Vx + B cos V]

x3J3(x), and we do not get a general solution, by Theorem 2.

@ 2m(_1)mx2m— (_l)mxz'm—l _1)s+1x2s+1

1 ] w©
(
! = = =
Jo=2 22M ()2 m%l 22m =Ly (m — 1)! Eo 2%5%1(s + 1)lst

m=0

where m = s + 1.

x2m+2 xzm
Use (7b), Sec. 4.2, and 22m+2+n(m + 1)‘(" +m+ 1)| / 22m+nm!(n + m)| —0
as m — o (x fixed).

We obtain the following values. Note that the relative error of this very crude ap-
proximation is rather small.

x  Approximation Exact (4D) Relative Error (%)

0 1.0000 '1.0000 0
0.1 0.9975 0.9975 0
0.2 0.9900 0.9900 0
0.3 0.9775 0.9776 0.01
C 04 0.9600 0.9604 0.04
0.5 0.9375 0.9385 0.1
0.6 0.9100 0.9120 0.2
0.7 0.8775 0.8812 0.4
0.8 0.8400 0.8463 0.7
0.9 0.7975 0.8075 12
1.0 0.7500 0.7652 2.0

Let x > 0. We have Jo(x) = so(x) + Ry(x) = s4(x) + Ry(x), s2(x) < Jo(x) < 54(x),
Sa(xg) < 0 < 54(x0); hence x; < xg < x, Where x; = 2 and xp = V8 are defined
by s5(x1) = 0, s4(x2) = 0.
Jo = 0 at least once between two consecutive zeros of Jo, by Rolle’s theorem. Now
(25) with v = O is

Jo = —Ji.
Together, J; has at least one zero between two consecutive zeros of Jy.

Furthermore, (xJ;)' = 0 at least once between two consecutive zeros of x.J;, hence
of J; (also at x = 0 since J1(0) = 0), by Rolle’s theorem. Now (24) with » = 1 is

&J))' = xJ,.

Together, J, has at least one zero between two consecutive zeros of J;.




22.
24.
26.

28.

30.
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Integrate (24).
Integrate (27).
Integrate (24) with » = 2 to get
@ 521 a5 = x2, + c.
Intégrate (24) with v = 1 to get
®) , fx]odx =xJ; +c.
Integratiﬁg by parts, using (b), and again, using (a), we get
[5r0dx = [x2urg) ax
= xz(le) -2 flel dx
= x3J, — 2221, + c.

TEAM PROJECT. Assuming small angles « in the displacement, we can regard
W(x) to be approximately equal to the tension acting tangentially in the moving ca-
ble. The restoring force is the horizontal component of the tension. For the difference
in force we use the mean value theorem of differential calculus. By Newton’s sec-
ond law this equals the mass pAx times the acceleration u,, of this portion of the ca-
ble. The substitution of u first gives

—?y cos (wt + 8) = g[(L — x)y’]’ cos (wt + ).

Now drop the cosine factor, perform the differentiation, and order the terms.
(b) dx = —dz and by the chain rule,

d2
Eg + d—y + Xy =0
In the next transformation the chain rule gives
2 2
@ _ ﬂ)t-z—llz 4y _ &y 2,-1_ 1 ﬂ,\z—s/z v
dz ds ’ dz?  ds? 2 ds ‘

Substitution gives

d%y 1 dy

NP5+ =AYV 4+ A7) = 4+ A%y = 0.
dsz . ( 2 4 Z ds y

Now divide by A? and remember that s = 2Az'/2, This gives Bessel’s equation.

(c) This follows from the fact that the upper end (x = 0) is fixed. The second nor-
mal mode looks similar to the portion of J, between the second positive zero and
the origin. Similarly for the third normal mode. The first positive zero is about
2.405. For the cable of 2 meters this gives the frequency

w 2405 _ 2.405
20 2-27VLlg  47V2.00/9.80

Similarly, we obtain 11.4 cycles/min for the long cable.
CAS PROJECT. (b) x, = 1, x; = 2.5, x, = 20, approximately. It increases
with 7.
(c) (14) is exact.

= 0.424 [sec™1] = 25.4 [cycles/min].
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(d) It oscillates.
(e) Formula‘(25) with v = 0.

SECTION 4.6. Bessel Functions of the Second Kind, page 228

Purpose. Derivation of a second independent solution, which is still missing in the case
ofv=n=0,1,---.

Main Content

Detailed derivation of Yy(x)
Cursory derivation of Y,,(x) for any n

General solution (9) valid for all », integer or not

Short Courses. Omit this section.

Comment on Hankel Functions and Modified Bessel Functions
These are included for completeness, but will not be needed in our further work.

SOLUTIONS TO PROBLEM SET 4.6, page 232
2. AJ(x) + BY,(x)

4. Substitute y = ux'/2 and its derivatives into the given equation and multiply the re-
sulting equation by x¥2 to get
2"+’ + (- Hu=0.
Now introduce z as given in the problem statement to get the answer
y= Vx [AJ1,3(§x3/2) + BJ—1/3(§X312)]- ,

6. Vx [AJy5(3kx®2) + BYy;5(8kx®'?)]. For k = i = V/—1, this equation is called Airy’s
equation. Its solutions (“Airy functions”) have been extensively investigated; for
some formulas and graphs, see M. Abramowitz and I. A. Stegun [1], pp. 44652,
listed in Appendix 1. .

8. Vx[AJy6(3kx®) + BYye(3kr®)]

10. x"[AJ(x") + BJ_(x")]

12. Approximate values 7/4 = 0.79, S@/4 = 3.93, 9n/4 = 7.07

14. Use (20) in Sec. 4.5.

16. Since I, is a solution of (12), so is I_,, because (12) involves v? and is linear and ho-
mogeneous. Hence K, is a solution of (12).

The problem illustrates that for different purposes different special functions were

introduced and investigated. It would lead us too far to show applications where those
K, are of practical advantage. See Watson’s standard treatise [A7] in Appendix 1.

SECTION 4.7. Sturm-Liouville Problems. Orthogonal Functions,
' page 233

Purpose. Discussion of eigenvalue problems for ordinary second-order differential equa-
tions (1) under boundary conditions (2).
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Main Content, Important Concepts

Sturm-Liouville equations, Sturm—Liouville problem

Reality of eigenvalues

Orthogonality of eigénfunctions

Orthogonality of Legendre polynomials and Bessel functions

Short Courses. Omit this section.

Comment on Importance

This theory owes its significance to two factors. On the one hand, boundary value prob-
lems involving practically important equations (Legendre’s, Bessel’s, etc.) can be cast into
Sturm-Liouville form, so that here we have a general theory with several important par-
ticular cases. On the other hand, the theory gives important general results on the spec-
tral theory of those problems.

Comment on Existence of Eigenvalues

This theory is difficult. Quite generally, in problems where we can have infinitely many
eigenvalues, the existence problem becomes nontrivial, in contrast to matrix eigenvalue
problems (Chap. 7), where existence is trivial, a consequence of the fact that a polyno-
mial equation f(x) = O (f not constant) has at least one solution and at most 7 numeri-
cally different ones (x the degree of the polynomial).

SOLUTIONS TO PROBLEM SET 4.7, page 238

2. If y,, is a solution of (1), so is z,, because (1) is linear and homogeneous; here,
A = Ay, the eigenvalue corresponding to y,,. Also, multiplying (2) with y = Ym DY
¢, we see that z,, also satisfies the boundary conditions. This proves the assertion.

4. A= mul)?’n=1,2,--; y,(x) = sin (nwx/L)
6. A=n"n=012"""; yo(¥) =1, y,(x) = cos nx, sin nx (n = 1)
8. A=nrtn=1,2"---; y,(x)=e *sinnx
10. y' + Ay =0, y'(0)=0, y(@ =0
12, The k, are obtained as intersections of z = tank and 7z = —k; see the figure.

ko = 2.029, k; =~ 4.913, approximately.

Section 4.7. Problem 12
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4. a=-mb=mc=mk=0
16. TEAM PROJECT. (a) We integrate over x from —1 to 1, hence over 0 defined by
x = cos 6 from 7 to 0. Using (1 — x%)~V2 dx = —d#, we thus obtain
1

f cos (m arc cos x) cos (n arc cos x)(1 — x*)~ V2 dx
-1

w w

1
= f cos mOcos nfdf = Ef (cos (m + n)8 + cos (m — n)6) db,
0 0

which is zero for integer m # n.
(b) Following the hint, we calculate f e=%x*L,, dx = 0 for k < n:

m—1

-z k = k n,—x - _ k—1 n,—x
J(;e x"L,(x) dx = ol J;x —(x"e" %) dx p” J(;x —(x"e™") dx

_—_...=(_1)k

K d
= fo R e dx =

SECTION 4.8. Orthogonal Eigenfunction Expansions, page 240

Purpose. To show how families (sequences) of orthogonal functions, as they arise in
eigenvalue problems and elsewhere, are used in series for representing other functions,
and to show how orthogonality becomes crucial in simplifying the determination of the
coefficients of such a series by integration.

Main Content, Important Concepts
Standard notation (y,,, ¥,)

Orthogonal expansion (3), eigenfunction expansion
Fourier constants (4)

Fourier series (5), Euler formulas (6)

Short Courses. Omit this section.

Comment on Flexibility on Fourier Series

Since Sec. 4.8, with the definition of orthogonality taken from Sec. 4.7 and Examples 2
and 3 omitted, is independent of other sections in this chapter, it could also be used after
Chap. 10 on Fourier series. We did not put it there for reasons of time and because Chap.
10 is intimately related to the main applications of Fourier series (to partial differential
equations) in Chap. 11.

Comment on Notation

(¥ms ¥r) is nOt a must, but has become standard; perhaps if it is written out a few times,

‘it will stop irritating poorer students.

SOLUTIONS TO PROBLEM SET 4.8, page 246

2. By (7), where f(x) is the given polynomial, or by undetermined coefficients, starting
from
f(x) = agPy + a1P1(x) + asPa(x) + azP3(x)
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and equating coefficients of like powers on both sides, we get
f() = —4Py + 2P, — 4P, + 8P,
4 x* =3P + 3P, x® =8P + 2P, x*=1P +%P, + &P,
6. €” = ag + a;P1(x) + axPy(x) + - - -, where, by (7), and by (11") in Sec. 4.3,
1 1
a = Ef_le”dx = sinh 1 = 1.1752

1
= 3e~! = 1.1036

-1
1
-6 * dx
5
=7 [2(6 — e = 6(x — 1)e”

1
; N

= 5sinh 1 — 15¢71 = 0.3578, etc.

3¢t 3
a; = | xedx=—(x — 1)e*
=5 ~@-1

5 1

51 2 _ P 2 z
az—zf_12(3x‘—l)e dr =3 |:(3x ~ De

Answer:
e” = 1.1752P; + 1.1036P; + 0.3578P5 + 0.0705P5 + - - - .

8. From (7) we obtain

f(&x) = 0.5P — 0.9375P, + 0.5273P, + 0.1333P¢ — 0.4910Pg + - - - .

10. TEAM PROJECT. (b) A Maclaurin series f(f) = 2 a,t™ has the coefficients

a,, = f™(0)/n!. We thus obtain n=0
d 2 2y AT 2
my — tr—t2/2 - xY2 2
F™0) P (e ) o e (e ) Y

If we set x — ¢ = z, this becomes

d” 2 ar
FN0) = e B=1) o () (1" €572 = (%) = Hey(x).
Z=x

© G, =2 an()t™ = X, He,(0)t"n! = tG = >, He,,_1(x)t™(n — 1), etc.

(d) We write e=**2 = p, v = d™v/dx™, etc., and use (21). By integrations by parts,
forn > m,

f vHe,,He,, dx = (-—1)"f He,,v™ dx = (_1)n—1f He! vV gx
= (—1)"~1mf He, 0™ Ddx=--.

= (=1y*""m! [ Hequ™™ gx = 0.

(e) nHe, = nxHe,_; — nHe,,_, from (22) with n — 1 instead of n. In this equation,
the first term on the right equals xHe,, by (21). The last term equals —He", as
follows by differentiation of (21).
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We write y = Ew, where E = ¢*"®, Then
y' = 3xEw + Ew'
= 1Ew + Ix%Ew + xEw' + Ew".

Substitute this into the differential equation (23) and divide by E to get the ré—
sult. The point is that the new equation does not contain a first derivative; hence
our transformation is precisely that for eliminating the first derivative from (23).

SOLUTIONS TO CHAPTER 4 REVIEW, page 247

16. (x — 2)%, (x — 2)73. This is an Euler—Cauchy equation with independent variable
t=x—2.

18. ==, xe~ %

20. x~ 2 cos (x2), x "2 sin (x?)

22. %, e“lnx

24, x, xInx + x2

26. 1/\/” V2imcosnx,n = 1,2,

28. \/_ [ [(3x -1, [(Sx — 3x)

30. A = n? , Yo =Sinnx,n=1,2,-

32. A = a,; = the nth positive zero of Jy(x), n = 1,2, - -, y,, = Ji(a,1x)
34. 3P, + 4P; + &Ps, AP, + D3P, + P, + 35P

36. —16P; ()

38. AJ,(2x) + BY,(2x).

40. AJy;(x) + BJ_14(x)

1




CHAPTER 5 Laplace Transforms

Major Changes

" The first shifting theorem has been moved ahead to Sec. 5.1, where it fits much better
and helps to simplify the presentation. Further streamlining has been achieved by placing
the unit step function and Dirac’s delta in the same section (Sec. 5.3). The impractical
theoretical formulas for the Laplace transforms of partial fractions have been replaced by
a more practical approach in terms of key examples related to differential equations
(Sec. 5.6). The application of the Laplace transform to systems of differential equations
is discussed in the new Sec. 5.7.

SECTION 5.1. Laplace Transform. Inverse Transform. Linearity.
Shifting, page 251

Purpose. To explain the basic concepts, to present a short list of basic transforms, and to
show how these are derived from the definition.
Main Content, Important Concepts

Transform, inverse, linearity

First shifting theorem

Table 5.1

Existence and its practical significance

Comment on Table 5.1 -

After working for a while in this chapter; the student should be able to memorize these
transforms. Further transforms in Sec. 5.9 are derived as we go along, many of them from
Table 5.1. :

SOLUTIONS TO PROBLEM SET 5.1, page 257

2. als + bls?® + 2cls®
4. cos® wt = § + 3 cos 20t; transform 1/2s + s/(2s% + 8w?)
6. ¢’ cosh 3t = 1(e** + ¢~2*); transform

1 1 1 s—1
2 \s—4 s+ 2 §2—2¢—8

8. sin 2¢ cos 2¢ = 2 sin 4¢; transform 2/(s% + 16)

k
10. — (e75 — ™)
s

(1 —e5?
12, ———
52
14 1—¢7° 1
" 2 5e2°

b b
16, —5 (1 — ™) — — ™
as s

87
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18. 5 cosh 5¢
20. cosh 2t — 2 sinh 2¢
22. 3% + 3t + f5t°
24. &' + 7%t — 2%
26. 12 + &3¢
2 s
-1 s2+1 +s2—-1
s+ a
(s + a)® + p2
1 s+ 1
s+1  s2+25+2
2 2 1
(s — 1) * (s — 1?2 * s—1
36. 2:3%¢
38. 2¢tsinh 21 = €3% — ¢7?
40. 4¢7"2 sin Lt
42, Let f = L7YF), g = L7XG). Since the transform is linear, we obtain
aF + bG = ad(f) + b¥(g) = L(af + bg).
Now apply £~ on both sides to get the desired result,

L~YaF + bG) = L7 L (af + bg) = af + bg = aL~Y(F) + bLG).

28. . Answer: cost + cosh ¢
30.

32.

34.

Note that we have proved much more than just the claim, namely, the theorem: If a
linear transformation has an inverse, the inverse is linear.

44. We first use the definition (1). Then we set ¢t = v, so that

v dv sU s
t=—, dat=—, —st=——=-{—]} .
C c c

Thus,
L) = [ eien di = [ gy L = lF(i).
0 (1] c c c

The application is straightforward, with ¢ = w.

SECTION 5.2. Transforms of Derivatives and Integrals. Differential
Equations, page 258 '

Purpose. To get a first impression of how the Laplace transform solves ordinary differ-
ential equations and initial value problems, the task for which it is designed.

Main Content, Important Concepts
() L(f') = sL() — £0)
Extension of (1) to higher derivatives [(2)—(4)]
Solution of a differential equation, subsidiary equation
Transfer function
Transform of the integral of a function
Shifted data problems




Instructor’s Manual 89

Comment on Differential Equations

The last of the three steps of solution is the hardest, but we shall derive many general
properties of the Laplace transform (collected in Sec. 5.8) that will help, along with for-
mulas in Table 5.1 and those in Sec. 5.9, so that we can proceed to equatlons for which
the present method is superior to the classical one.

SOLUTIONS TO PROBLEM SET 5.2, page 264

2.y =% — L%t 4. y = 3e7t + 5¢%
6.y'"3cost+-(4+t)sint 8. y=—25+ 0.5¢:2

10. PROJECT. (b) Theorems 1 and 2 are more important because they are crucial in
solving differéntial equations, whereas Theorem 3 serves as a tool for obtaining new
transforms.

(¢) In the integration by parts shown in the proof of Theorem 1 we now have to in-
tegrate from O to @ and then from a to o, thus obtaining f(a — 0)e™% from the
upper limit of integration of the first integral and — f(a + 0)e~% from the lower
limit of integration of the second integral.

(d) For the given function, f(2 + 0) — f(2 — 0) = —1, f(0) = 0, so that (1*) and
L = (1 — e%)/s give

L(f) = (1 — e™° — se™2)/s2
12. PROJECT. We derive (a). We have f(0) = 0 and

f'(®) = cos wt — wf sin wt, 0 =1
() = —2wsin ot — W?f(2).

By (2),
14 24
L(f) = 20 Zr o PE(f) = s2L(f) — 1.
Collecting £(f)-terms, we obtain
—2? 52— o2
2 2 = =
OO = st =

Division by s® + »? on both sides gives (a).
In (b) on the right we get from (a)

S2“'(l)2

- w }
52 + @? 2 + w?)?

<L(sin wt — wt cos wf) =

Taking the common denominator and simplifying the numerator,
o(s? + 0?) — o(s® — 0?) = 20°
gives (b).
(c) is shown in Example 4. ,
(d) is derived the same way as (b), with + instead of —, so that the numerator is
o(s® + 0?) + w(s® — w?) = 2ws?,
which gives (d).
(e) is similar to (a). We have f(0) = 0 and obtain
f'(t) = cosh at + at sinh at, =1
f"(t) = 2asinh at + a?(r).
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By (2) we obtain .

L(f") = R + a®%(f) = L) - 1.
Hence
2a? s + 4>
2 _ 2y _ _s Tae
LN )= 5zt 1=F 3.

Division by s2 — a2 gives (e).

. (f) follows similarly. We have f(0) = 0 and, furthermore,
f'(¢) = sinh at + at cosh at, 10 =0
£"(t) = 2acosh at + a®f(r)

L") = 2a —s;g + a®L(f) = s2L(F)

52—
L 6P — @) = gy
s2—a
Division by 52 — a? gives formula (f).
14. & — 2t — 1 16. cost + 32 — 1
18.2 —t—2¢7" 20. sin 7t + 3733 — @t

SECTION 5.3. Unit Step Function. Second Shifting Theorem. Dirac’s Delta
Function, page 265

Purpose

1. To introduce the unit step function u(¢ - a), which together with Dirac’s delta greatly
increases the usefulness of the Laplace transform.

2. To find the transform of

| 0 (t<a), fe—a @t>a)
if that of f(¢) is known (“t-shifting”). (“s-shifting” was considered in Sec. 5.1.)
3. To model short impulses by Dirac’s delta (¢t — a).
Main Content, Important Concepts
Unit step function (1), its transform (4)
Second shifting theorem (Theorem 1)
Dirac’s delta, its transform (8)

Comment on the Unit Step Function

Problem Set 5.3 shows that u(t — a) is the basic function for representing discontinuous
functions.

SOLUTIONS TO PROBLEM SET 5.3, page 273
2. The representation needed for applying the second shifting theorem is
tu@—1D=0¢—-Du@— 1) +u—1)
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=)

10.

12.

14.
16.

18.

20.
22.

. 2¢5/s3
. e 2t — 3) = e 2P0yt — 3). Answer: e 8/(s + 2)
A —u@— D) =2 —[¢— 1)+ 20— 1) + 1u@ - D).

and gives the transform

—s i_f_l
e Sz e .

Answer: 2573 — 752573 + 2572 + s7Y)
A=D1 —ut -] =1— e~ — (1 — e De~2yy(z ~ 2).

1 1 1 -2
Answer: Pererie e~2s (— . )

The given function is

[u@@ — 2m) —u(@ — 4m]sint = u(t — 27 sin (¢ — 2m7) — u(t — 447) sin (t — 4m),

so that we get the answer

S2 T (e—qus _ 6—4‘”3).
du(t — 2) — 8u(t — 5)

572 has the inverse t%/2, hence (s — 1)73 has the inverse ¢%%/2 (first shifting), and
e™35/(s — 1) has the inverse 3e*~3(t — 3)%u(z — 3) (second shifting).

52 4+ 25 + 2 = (s + 1)2 + 1. Hence the reciprocal of this has the inverse ¢ ¢ sin 7,
and the second shifting theorem gives the answer e=%~2™ (sin t)u(t — 2m).

y = 3et%(cos 3¢ + sin 37)

In terms of unit step functions the function on the right is

r) =4[l —u@— D]+ 8u(t — 1) =4t — [4¢ — 1) — 4Juz — 1).

Answer:

4e7t — 2 + 27— 3 if 0<t<l1
y= {(4 ~8e)et+ (3¢ — De2t+4  if > 1.
. (@) = 4el[1 — u(t — 2)] = 4et — 4e%% 2 y(t — 2). Hence
PV —s+2—S(e¥—1) + 6¥ = —— — dete™™
s — 1 s—1
Take —s + 7 to the right, divide by s2 — 55 + 6 = (s — 2)(s — 3) to get
s—17 4 4e%e—28

=+ — :
E—26—-3) GG-"DE—-2-3) -DE—26—3)
The sum of the first two terms on the right has the partial fraction expansion

2 1 2

+ - , hence the inverse 2et + 2t — 2¢%%
s— 1 s —2 s—3

this is the solution if 0 << ¢ < 2. For ¢ > 2 the solution equals the solution just given
plus the inverse of

4e%e2° _ g2 4 2\
G-Ds-26-3 °° s—1 s—2 s-3)°

this inverse is

e?[—2e"72 + 462¢P — 23Dy (s — 2).
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The sum of this and the previous solution is _
(1 + 4eHe®t + (-2 — 279

this is the solution if # > 2,

26. y = 2cos 4t + u(t — msind@E — m
=2cos4tif 0 <t<,and 2cos4t + sindtift > 7w
28. y =3¢ sint (0<t<1),y=e23sint + Zsin(¢t — D] ¢ > 1)
30. s + (s + )Y =e s + e'fzs + 1. Use _
1 _ V6 1/2 4 1/3
s+ +3) s s+2 s+3°

Answer: - .
y=e2 -3  jfo<t<]l,
y=e 2 — g3 41 1,-2¢-D 4 1g—8¢-D
=+ (1 —3eHe 2 — (1 -3 fl1<r<2,
Y=+ (1 - LePe 2 — (1 — LeB)e 3t 4 20D _ ,—3¢-2
=3+ A -3+ eMe™® — (1~ + 8™ ifr>2
32. (—Lcost+ Rsint + e ®Ly/(I%2 + R if 0 < t < 2,
Le™RYE (1 — 2™ /(I1? + R if t > 27
34. v =1 — u(t — a). Subsidiary equation:
' sl + Ils = /s — ™ %s.
Answer: ‘
. |sint if 0<t<a
Pe {sin t— sin (¢t — a) if t>a.
36. I =100(e™5 — e MO)/(s + 0.1), i=0 ifr<]l1,

i =100e”%1¢~D jf 1 << 1.01,
i= 100[6—0.1(1:—1) _ e——O.l(t—l.Ol)] = —0.1106¢=% ifz> 1.01

38.i=0 ifr<3, i=5—5¢7 010" = 51 — 1.3499¢7%%) ifz>3

40. CAS PROJECT. Students should become aware of the fact that careful observation
of plots may lead to discoveries or to more information about conjectures that they
may want to prove or disprove. The curves branch from the solution of the homoge-
neous equation at the instant at which the impulse is applied, which by choosing, say,
a=1,2,3,-, gives an interesting joint plot.

SECTION 5.4. Differentiation and Integration of Transforms, page 275

Purpose. To show that, roughly, differentiation and integration of transforms (not of func-
tions, as before!) corresponds to multiplication and division, respectively, of functions by

t, with application to the derivation of further transforms and to the solution of Laguerre’s

differential equation.

Comment on Application to Variable-Coefficient Equations

This possibility is rather limited; our Example 4 is perhaps the best élementary example
of practical interest.

Very Short Courses. This section and the two subsequent sections can be omitted.
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SOLUTIONS TO PROBLEM SET 5.4, page 278

5 — 12 Y 24s
" \s2-16/) (52— 16?2

_( s+1 )'__s2+2s+2—(s+1)(2s+2)_ 5% + 2
s+ D%2+1 (5% + 25 + 2)2 (5% + 25 + 2)?
p Ll 2 _d( —4s _—4(s® + 4)% + 165%(s2 + 4)
. dSz (sz + 4) ds (SZ + 4)2 (SZ + 4)4

1262116

G R

s_fi_i s ___t_i_—s2+w2_2s3—6w2s
: ds (s? + w?)? % + o?)°

!
3 6s 1. .
10. = - 2 — o) . Answer: gt sinh 3¢

12. By (6),

f“ w46 _ 1 _off
2+ 65+102° T Z+6s+10 “\f)°

The inverse transform of the integral is e~3 sin ¢. Answer:
3¢ Sin ¢.

1
s+a s+b
so that (1) gives the answer

te”

has the inverse transform ¢ %% — ¢~ %%,

14. [In(s +a) —In(s + b)]' =
—bt —at

16. We have

ds.

Q0
arc cot — =
™ s 52 + 72

The inverse transform of the integrand is sin 7rz. From (6) we thus obtain the answer
t~Lsin 1.
18. nl/(s — a)™*?!
20. CAS PROJECT. Students should become aware of the fact that usually there are

various possibilities for calculations, and they should not rush into numerical work
before making a careful selection of formulas.

(b) The formula follows by the usual rule of differentiating a product » times. Some
of the polynomials are

Iy=1-—2t+ 32
Iy=1-3t+ %2 - L°
Iy =1— 4t + 32 — 33 + gt

= _ 2 _ 5,3 5.4 __ 1 .5
Is =1 — 5t + 56 — 8% + S¢* — 2o,
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SECTION 5.5. Convolution. Integral Equations, page 279

Purpose. To find the inverse 4(¢) of a product H(s) = F(s)G(s) of transforms whose in-
verses are known.

Main Content, Important Concepts

Convolution f * g, its properties
Convolution theorem
Application to differential and integral equations

Comment on Occurrence

In a differential equation, the transform R(s) of the right side 7(z) is known from Step 1.
By solving the subsidiary equation algebraically for Y(s) the transform R(s) gets multi-
plied by the reciprocal of the factor of ¥(s) on the left (the transfer function 0(s); see Sec.
5.2). This calls for the convolution theorem, unless one sees some other way or shortcut.

Very Short Courses. This section can be omitted.

SOLUTIONS TO PROBLEM SET 5.5, page 283

t

2. 1*sinwt=fsinan-d7= -
0 i @

cos wr [* 1 — cos wt

0 1]

4, This is similar to Example 1. We obtain

t 1 t
f cos wT cos (Wt — wT)dr = Ef [cos wt + cos Qur — wh)] do
0 0

sin wt — sin (—wt) | 1 |
= —fcos wft + — sin wt.
2w 2 2w
i at bt

) e —e
ea‘reb(t—f) dr = ebt f e(a—b)'r dr = —
0 a — b

1
=3 [tcos ot +

t

6 eat*ebt=f
0

t t t
8. fo(t - D2u(tr - Ddr = J;(t - nldr = —%(t -7 ) = -:I’T(t - D¥ifr>1

and 0 if £ < 1.

t
10, 6 % ¢=3 = f 6e=37dr = —2¢=3 + 2
0

¢ ¢
12, % % %t = f a®"e?C N dr = e“tf dr = te™
0 0

14. cos wt * cos wt. Proceed as in Prob. 4. Answer:

1
—t cos wt + — sin wt
2 2w

¢ ¢
1
16. u(t — a) * €% = fez(t‘f) dr = e2tf e 2dr = E(em—“) — 1) ift>aand
a

a

Oift<a
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t

t
18. e—3t % ezt — f e—3762(t>'r) dr = eth e—5‘rd7.
0 0

eZt

1
— _(1 _ e—5t) = g(ezt _ e—3t)

5

. 20. Subsidiary equation sY + ¥ = 572, ¥ = 1/(s® + s*), solution y = ¢ — sin ¢
22. The subsidiary equation is

2+3s+2Y=1+(1—e s
From this,
_stl—e"°
sG2+3s+2)°
Answer:
y=31 —e ) + 1(2e P — 727D — 1yyur — 1)
24. We use the notation of the text,

g=2e*—¢e% LY + a)y0) +y'(0)]Q} = —4e3" + 5.

Then
req= 23 — 4% + 2¢ if 0<r<<2
y = —2e3 + &2t + 2¢° if 0<t<2
reag= 201 — e *e3 + 472 — 1)e* if £>2
y=—@2+ 2eHe3 + (1 + 4e2)e?t if t> 2.

26. We use the notation of the text,
g=et—e P rag=4det—e 2 +2%—-3 if 0<t<l.

For t > 1 we have
1 t
r*q=f'rq(t—'r)d7'+f8q(t—7)dfr
0 1

= [4e™t — (1 + e2)e™2 + [4 — 8e~ D + 4¢2¢-D)]
=4 — 8e)e" + (3e® — e~ + 4.

28. Y=25"2—457%Y,Y = 2/(s®> + 4),y = sin 2t

30. Y= 2/(s2+ 4) + 2Y/(s® + 4), Y = 2/(s2 + 2), y = V2 sin V21

R.Y=USZ+ D+ Y2+ 1), Y=1/s2y=1t

34. TEAM PROJECT. (a) Settingt — 7=p,wehave 1=t — p,dr = —dp, and p
runs from ¢ to 0; thus

t . W]
frg= fof(f)g(t— 7 dr = ft g(pF(t — p)(—dp)

i
= [ s~ pydp =g+ .
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(b) Interchanging the order of integration and noting that we integrate over the shaded
triangle in the figure we obtain

Frxgxv=vx({fxg

t t—p
[ow [ fwse~p - narap
0 0

t t—r .
=10 se-1-pemrapas

=f*(g*v)

Section 5.5. Team Project 34(b)

(c) This is a simple consequence of the additivity of the integral.
@ LG+ f)=LBL(f) =1 L(f) = L(f), since L{6(z)} = 1 by (8), Sec. 5.3.

k
1 N 3
(&) Let 1> k. Then (f, * £)(1) = | — £t = 1) dr = f(t - 7) for some 7 between
o
0 and k. Now let k — 0. Then 7— 0 and f,,(t — ) — 8(¢), so that the formula

follows. :
(£) s2Y — sy(0) — y'(0) + w®Y = L(r) has the solution
! ’
® s ¥y (0) ®
Y © (Sz + wz) gg(r) y(o) Sz + (1)2 w 52 + wz
etc.

SECTION 5.6. Partial Fractions. Differential Equations, page 284

Purpose. This section is mainly for reference. Partial fractions are discussed systemati-
cally in terms of examples, along with their inverse transforms.

Very Short Courses. Omit this section.

SOLUTIONS TO PROBLEM SET 5.6, page 289
2. t2 +sint 4. (1 — et 6. eb(cost + tsinf) 8. tet — 3122
14. The subsidiary equation is

p
52+ p%-

527 + wo’Y = K
Its solution is
Kp

T T e T )

(‘1’02 # PZ)-
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16.

Since wy® # p® by assumption, 52 + w,? is the product of two unrepeated complex
factors, and so is 52 + p2. Accordingly, the partial fraction representation is

Kp _ As+B  Ms+N
(52 + we)(s® + P s+ we? 2+ p?

Y(s) =
Multiplication by the common denominator gives
Kp = (s® + p®)(As + B) + (s®> + w®)(Ms + N).

Equating the coefficients of each power of s on both sides gives the four equations
@ [s* 0=A+M, thusM=-A
® [s*]: 0=B+N, thusN=-B
© [s]: 0 =p%A + 0®M = (p® — w,2)A by (a); hence A =M = 0
@ [s°]: Kp = p®B + wo®N = (p? — we®)B by (b); hence B = Kp/(p® — w,2).
From this, with N = —B, we have
. Kp 1 1
Y(s) = % — woz(s2+ wg? - s2+p2) .

The inverse is (see Table 5.1 in Sec. 5.1)

= Kp (1_ ) 1.t)

¥(@) = 35— | —sin wyt — —sinpr) .
P® — w® @o ’ p

This is a superposition of two harmonic oscillations, as expected.

TEAM PROJECT. (a) If f(y) is piecewise continuous on an interval of length p,

then its Laplace transform exists, and we can write the integral from zero to infinity

as the series of integrals over successive periods:

oo P 2p 3p
7 — —st dr = —st dr + —st dr + —st dr+ .
) foef(t)rfoefrfpeftfzpeft

If we substitute ¢ = 7 + p in the second integral, t = 7 + 2p in the third integral,
<+, =7+ (n — 1)pin the nth integral, - - - , then the new limits in every integral
are 0 and p. Since

fr+p)=f(m, flz+2p) = f(7),

etc., we thus obtain

p

P p
L) = f e *f(1) dr + f e SR dr + f e STy dr + - -
0 0 0

The factors that do not depend on 7 can be taken out from under the integral signs;
this gives
P

L) =[1+ e P + 722 1 .. ] f e~ (1) dr.
0

The series in brackets [- - -] is a geometric series whose sum is 1/(1 — e P%). The
theorem now follows.

(b) From (10) we obtain

wlw

1
= —8t o3
L(f) = 1= e‘2”’"’fo e °" sin wt dt.
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Using 1 — ¢727/% = (1 + ¢~ "/%)(1 — ¢~"*/*) and integrating by parts or not-
ing that the integral is the imaginary part of the integral

7w 1

f e(—s+'iw)t dt = - >
0 -5+ iw 0o st o

LT =8 —iw
glstiwt = 5 (_e—s'rr/w _ 1)

we obtain the result.

(¢) From (10) we obtain the following equation by using sin wt from 0 to 7/ and
—sin wt from 7/w to 27/ w:

@ 1+ e‘n'sla) @ e—qrlew + e‘n's/2w

s2 + w2 eqrs/m -1 S2 + (02 ea-rs/Zw _ e—qrs/2cu

_ @ cosh (7s/2w)
52 + w? sinh (7s/2w)

This gives the result.
(d) The saw-tooth wave has the representation

' k
f(t)=;t if 0 <t <p, f@i+ p) = f@.
Integration by parts gives
P t D 1 b
f e Sttdt = ——e | + —f e st dt
0 N 0 s Yo

1
=L S,
S s

and thus from (10) we obtain the result

5£(f) = _k_ — L—ps >0
ps?  s(1 — e7P9) (s > 0)
(e) Since kt/p has the transform k/ps?, from (d) we have the result
_ ke >0
s(1 — e7P9) (s > 0).

SECTION 5.7. Systems of Differential Equations, page 291

Purpose. This new section explains the application of the Laplace transform to systems
of differential equations in terms of three typical examples: a mixing problem, an elec-
trical network, and a system of masses on elastic springs.

SOLUTIONS TO PROBLEM SET 5.7, page 294
2. The subsidiary equations
sY, +3=6Y, +9Y,, sY,+3=7Y, +6Y,
give
(s—3s9)J(rs9—3) - _sE9 * si3 ;91T 6% 4 3%
Y, = — 3s — 15 _ 2 1 ’
s—NGs—3) s—9 s—3

Y1=_
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4.5V, +3=5Y,+Y,, s¥p—7T=VY, +5Y, Answer:

y1 = 2e5% — Sett,  y, = 268 4 5.4t

S O P

6. y; = sint + cos2t, y, = sint — cos 2¢
8. The subsidiary equations are

SZYI —3s = _5Y1+2Y2, S2Y2_S=2Y1'_2Y2.

They have the solutions

v = 35 + 8s _ K} + 2s
VTR D2+ 6) s2+1 0 2+ 6
s+ 1is 2s K

Y, = = - .
2P+ 12+ 6) s2+1 s+ 6
Answer:
y1 =cost+ 2cos V6t ys = 2cost — cos V6 ¢.

10 y; =12y =12 + 2, y3 = 12 — 2t i
12. The subsidiary equations are

SY]_ + Y2 = (1 - e_z"s), Y1 + SY2 = 1.

s
s2+1
Solving algebraically gives

1 . 252727
Y1=s2+1 - st—1

s 25”278
Y2=s2+1 * st—1"

Answer: -
y1=sint if0=t=2m7, yp = —sinh (¢t — 27) ift> 27
cosh(t — 27) ift> 2w

ypo=cost ifO0=¢t=2m, Yo,

14. The subsidiary equations are

—Ss -8

e e
+ B )+2Y1+4Y2, SY2+4=Y1+2Y2.

sY, +4=64( —

Solving algebraically gives

—45—8 642+ 5 — 52"

h="G6—9 "~ Sc-2a
3 —4s + 4 64(1 + s)e™*
= s(s ~— 4) + s3(s — 4)

Taking the inverse Laplace transform gives the answer
y1=—6e* + 2 + u(rt — D[—18 + 10e** % — 8 + 16¢2]
y2 = —3e* — 1+ u(t — D[7 + 5¢*~% — 4r — 8¢2).
16. y; = 100 — 62.5¢7024¢ — 37 5,008t

Yo = 100 + 125¢~ 024t — 75,—0.08¢
Setting 2t = 7 gives the old solution, except for notation.
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18.

20.

y1 = cos V3¢ + 2 sin 3¢ + sin ¢
ys = cos V3t — Zsin 3t ~ sint -
For 0 = t = 2 the solution is as in Prob. 19,
iy =2¢7% + 13¢72* — 15cos ¢t + 42 sin .

For ¢t > 27 one has to add to this further terms whose form is determined by this
solution and the second shifting theorem,

u(t = 2m[—2e78¢72™ — 13¢72¢=2m 4 15¢051 — 42 sin1].
The cosine and sine terms cancel, so that
, ip = 2(1 — €¥)e™8 + 13(1 — &*™)e~2t if t>2m
Similarly, for i, we obtain
' —e7% + 13¢7% — 12cost + 18sint  if 0=t=2nw
= { —(1 = e + 131 — &*Me®  if 1> 2m.

SOLUTIONS TO CHAPTER 5 REVIEW, page 299

16.

22.
28.
34.

36.
38.
Ly = —6et +2, y, = -3¢t — 1
ey =3e% + 7%y, =42 — ¢

. y1 = (/V10)sin V101, y, = —(1/V10)sin V10t

48.
50.

2 2
7;- _ 18, 571' _ 20, o5/t s+ 8s3+ 32
C+D*+ 7 4s(s* + 7%) 16s
s 252 1

s - 2% + 16) N EZrye 2. G — ™)
3t2 + 2 30. 3% + cos 2t 32. sin (wt + 6)

_{2.5cost if 0<r<?2 '
YT 25cost+sin¢—2)  if r>2
e Y(cost — sint) + e*(15 cost — 29 sin t)

0if0=¢r=2andl — 272 + ¢ 2¢-Djrr> 9

-5t

1 =3+ cost + sint) if 0<t<mw
T7 il = 3)cost — (e + 1) sins]  if t>
i) =4'@
L =21 —e?), ip=2""

5i; + 200, — iz) = 60, 30iy + 20(iy — i1) + 20iy = 0. Answer:

ip = —8¢™% + 56798 + 3, iy = —4e™ " + 4¢708¢



PART B. LINEAR ALGEBRA,
VECTOR CALCULUS

Major Change

Part B consists of

Chap. 6 Linear Algebra: Matrices, Vectors, Determinants. Linear Systems of Equations
Chap. 7 Linear Algebra: Matrix Eigenvalue Problems

Chap. 8 Vector Differential Calculus. Grad, Div, Curl

Chap. 9 Vector Integral Calculus. Integral Theorems

Following several requests, we now present eigenvalue problems in a separate chapter.
However, this does not change the flow of the material in Part B as a whole.

Chapter 8 is self-contained and completely independent of Chaps. 6 and 7. Thus, Part
B consists of two large independent units, namely Linear Algebra (Chaps. 6, 7) and Vec-
tor Calculus (Chaps. 8, 9). Chapter 9 depends on Chap. 8, mainly because of the occur-
rence of div and curl (defined in Chap. 8) in the Gauss and Stokes theorems in Chap. 9.

CHAPTER 6 Linear Algebra: Matrices, Vectors,
Determinants. Linear Systems of Equations

Major Changes

Various local cﬁanges have been made in order to increase the usefulness of this chapter
for applications. By cutting out some passages that were somewhat sluggish and less im-
portant in practice, the total amount of material has been reduced slightly, resulting in a
smoother and better motivated flow of ideas and methods and a corresponding valuable
gain in teaching time. More specifically, there are essentially three major changes, as fol-
lows.

1. The beginning, which had been somewhat slow by modern standards, has been
streamlined, so that the student will see applications to linear systems of equations
much earlier.

2. The reference section on second-order and third-order determinants, which had be-
come somewhat dated, has been omitted and replaced by a shorter portion on that
material at the beginning of the section on determinants (Sec. 6.6), from which the
essential information on those lower order determinants can now be obtained more
easily and quickly.

3. The two sections on determinants and Cramer’s rule have been combined into a sin-
gle section (Sec. 6.6), which precedes the discussion of the inverse in Sec. 6.7—
thus making this portion of the chapter more compact.
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SECTION 6.1. Basic Concepts. Matrix Addition, Scalar Multiplication,
' page 305 _

Purpose. Explanation of the basic concepts and the two basic matrix operations.
Main Content, Important Concepts

Matrix, square matrix, main diagonal

Double subscript notation

Row vector, column vector, transposition

Equality of matrices

Matrix addition

Scalar multiplication (multiplication of a matrix by a scalar)

Comment on Notation

For transposition, T seems preferable over a prime, which is often used in the literature,
but will be needed to indicate differentiation in Chap. 8.

Comments on Important Facts

One should emphasize that vectors are always included as special cases of matrices and
that those two operations have properties [formulas (4), (5)] similar to those of operations
for numbers, which is a great practical advantage.

Comment on Vector Spaces
Since vector spaces are defined in terms of matrix addition and scalar multiplication, they

could be mentioned here. We discuss them later, in Sec. 6.4, when the student will b_e,

more familiar with the matrix concept.

SOLUTIONS TO PROBLEM SET 6.1, page 309

5 [24 —36:| [—24 36:| [—24 36}
L4 -36] L -4 36]°L -4 36 -

26 -3
4. C,| 0 8 | , undefined (not of the same size)
1 3

6. Undefined, undefined, the 2 X 2 zero matrix 0
108 0 -54

|:—48 72 132

10. [-6 —5 -3],[6 5 31", undefined

12, [11 -1 31, [—36 120 -—48]

14. Undefined, [6 5 3], undefined (not of the same size)

16. 0 by (7), undefined, [7 0 26]

20. TEAM PROJECT. (b) The nodal incidence matrices are

:| , the same matrix because of (5), (6), and (AT)" = A.

NN
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1 0 0 0 —1 -1
-1 ~; g—; _(1) wd |TVL 0 0 0 0 o
0 0 0 1 1 0 o

0 0 1 0 1 0 -1 1 0 o0 -1

SECTION 6.2. Matrix Multiplication, page 311

Purpose. Matrix multiplication, the third and last algebraic operation, is defined and dis-
cussed, with emphasis on its “unusual” properties; this also includes its representation by
inner products of row and column vectors. o :

Main Content, Important Facts

Definition of matrix multiplication (“rows times columns™)
Properties of matrix multiplication

Matrix products in terms of inner products of vectors

Linear transformations motivating the definition of multiplication
AB # BA in general, so the order of factors is important.

AB = 0 does not imply A = 0 or B = 0 or BA = 0.

(AB)" = BTAT

Short Courses. Products in terms of row and column vectors and the discussion of lin-
ear transformations could be omitted.

Comments on Content

Most important for the next sections on systems of equations will be the multiplication
of a matrix times a yector.

“Unusual properties” (i.e., having no counterpart in the multiplication of numbers) are
exhibited in Examples 4 and 5, and it may be good to invite the student to invent further
examples. The student should also get used to cases in which products are not defined,
in order to recognize the limitation of the definition.

Formula (5) for the transposition of a product should be memorized.

In motivating matrix multiplication by linear transformations, one may also illustrate
the geometric significance of noncommutativity by combining a rotation with a stretch in
x-direction in both orders and show that a circle transforms into an ellipse with main axes

_in the direction of the coordinate axes or rotated, respectively.
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SOLUTIONS TO PROBLEM SET 6.2, page 319

10.

12.

34 248 2618
159,(2371,]179%4
| 11 102 1105

[34 15 11]7, undefined, [34 24 17]

5 20 15
20 80 601,130,[—6 14]
15 60 45

- ' )

. —32, —32 [as follows from the first result and (5)], | 12 —15 | , and the trans-

pose of it [again by (5)] 4 -1

TEAM PROJECT. (a) by, is the dot product of the jth row of A and the kth col-
umn of AT, which is the kth row of A because of the transposition. Thus,

bjm = ;ajmakm = %akmajm = bkj-

To prove the second statement in (a), use (5). If AB = BA, then
(AB)" = (BA)" = ATB" = AB

because AT = A, BT = B, by assumption of symmetry. Conversely, if (AB)" = AB,
then AB = (AB)" = BTAT = BA, so that A and B commute.

1 0 11 . 0 a 00
(b) Idempotent are , , etc.; nilpotent are , s
0 0 0 0 00 b 0

etc., and A% = I is true for '

R ] ] B R PR

where a, b, and ¢ # 0 are arbitrary.

(c) Triangular are U; + U,, U;U,, hence U,? and the corresponding expressions for
L, and L,. U7 is lower triangular.

(d) The entry cy; of (AB)" is cji, of AB, which is row j of A times column % of B.
On the right, c; is row k of BT, hence column k of B, times column j of AT,
hence row j of A. :

The transition probabilities can be given in a matrix

ToN ToT
A= 0.8 0.2 From N
0.5 0.5 From T

The first row gives the state after one day if initially there was N, and the second row
if initially there was T. From this we see that there will be N after 2 days with prob-
ability

08-08+02-05=0.74
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because N will remain with P = 0.8 and T will return to N with P = 0.5, Similarly
for the other possibilities. We see that this is just the law of matrix multiplication.
Accordingly, A gives the probabilities after 2 days and A? after 3 days; here, by cal-

culation,
[0.74 0.26:| _ [0.722 0.278
A% = , A3 = .
0.65 0.35 0.695 0.305
Answer: 0.26, 0.278.
14. The matrix of the transition probabilities is

[0.9 0.1
A= .
0.002 0.998
The starting vector is x, = [1200 98800] and gives (rounded)
X; = XA = [1278 98722]
. Xo = x3A = [1347 986531
X3 = XoA = [1410 98590]
indicating that a substantial increase is likely.

16. We then proceed by time intervals of 10 years.

18. TEAM PROJECT. (b) Use induction on n. True if # = 1. Take the formula in the
problem as the induction hypothesis, multiply by A, and simplify the entries in the
product by the addition formulas for the cosine and sine to get A™HL

(c) Those formulas follow directly from the definition of matrix multiplication.

(d) A scalar matrix would correspond to a stretch or contraction by the same factor
in all directions.

(e) Rotations about the x;-, xo-, x5-axes through 6, ¢, ¢, respectively.

SECTION 6.3. Linear Systems of Equations. Gauss Elimination, page 321

' Purpose. This simple section centers around the Gauss elimination for solving linear sys-

tems of msequations in 7 unknowns xy, - - -, x,,, its practical use as well as its mathe-
matical justification (leaving the—more demanding—general existence theory to the next
sections).

Main Content, Important Concepts

Nonhomogeneous, homogeneous, coefficient matrix, augmented matrix
Gauss elimination in the case of the existence of
I.  a unique solution (Examples 2,4)
I.  infinitely many solutions (Example 3)
OI.  no solutions (Example 5).
Pivoting
~ Elementary row operations, echelon form

Background Material. All one needs here. is the multiplication of a matrix and a vector.
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Comments on Content

The student should become aware of the following facts:

1. Linear systems of equations provide a major application of matrix algebra and jus-
tification of the definitions of its concepts.

2. The Gauss elimination (with pivoting) gives sensible results in each of the Cases
I-1.

3. This method is a systematic elimination that does not look for unsystematic “short-
cuts” (depending on the size of the numbers involved and still advocated in some older
pre-computer-age books).

Algorithms for programs of Gauss’s and related methods are discussed in Sec. 18.1,
which is independent of the rest of Chap. 18, and can thus be taken up along with the
present section in case of time and interest.

SOLUTIONS TO PROBLEM SET 6.3, page 329

2.x=1y=-2 4. x=2,y=0,z=—4

6. No solution 8. x=2y+1,z=4

10. x =7y — 9z 12. No solution

14. w=x—-2y,z=13 16. w=0,x=3zy=2z+1

18. Currents at the lower node:
_11 + Iz + I 3= 0
(minus because I; flows out). Voltage in the left circuit:

and in the right circuit
121, — 813 = 24
(minus because I; flows against the arrow of E,). Hence the augmented matrix of the
system is
-1 1 1 0
4 12 0 36

0 12 -8 24
The solution is

*
L=% =% I3 = & ampere.
22.P1=6,P2=10,D1=S1=18,D2=S2=26

24. PROJECT. (a) B and C are different. For instance, it makes a difference whether
we first multiply a row and then interchange, and then do these operations in reverse

order.
a1 aa a1 ajo
a3y agzo ag; — 5ay; age — Sajp
B = , C=
as1 — Say age — Sayp a1 (5]
8(141 8(142 8(141 8042

(b) Premultiplying A by E makes E operate on rows of A. The assertions then fol-
low almost immediately from the definition of matrix multiplication.
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~ (c) These matrices, applied in the order E;, E,, Eg, are

1 0 0 1 0 0 1 0 0
El =1 —mg1 1 0 , E2 = 0 1 0 , E3 =|0 1 0
0 O . 1 _m31 0 1 O '—m32 1
with the multipliers given by '
_ Q21 _ 83 _ 9143 — Gpaag
m21__’ m31__—7 ,m32__%-
a1 a1 Q11832 — Q1203
The product is
1 0 0
E3E2E1 = m21 1 O
TMmg Mgy 1

SECTION 6.4. Rank of a Matrix. Linear Independence. Vector Space,
page 331

Purpose. This section introduces some theory centered around linear independence and
rank, in preparation for the discussion of the existence and uniqueness problem for linear
systems of equations (Sec. 6.5).

Main Content, Important Concepts

Linear independence - ‘

Real vector space R", dimension, basis
Rank defined in terms of row vectors
Rank in terms of column vectors

Invariance of rank under elementary row operations

Short Courses. For the further discussion in the next sections, it suffices to define linear
independence and rank.

Comments on Rank and Vector Spaces

Of the three possible equivalent definitions of rank,
(i) By row vectors (our definition),
(ii) By column vectors (our Theorem 1),

(iii) By submatrices with nonzero determinant (Sec. 6.6),

the first seems to be most practical in our context. _

Introducing vector spaces here, rather than in Sec. 6.1, we have the advantage that the
student immediately sees an application (row and column spaces). Vector spaces in full
generality follow in Sec. 6.8.

SOLUTIONS TO PROBLEM SET 6.4, page 336

2. Lihearly dependent
4. Linearly dependent (four vectors in R3!)
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6. Linearly dependent (one is the zero vector!)
8. Linearly dependent
10. 2 12. 3 14. 3 16. 3

18. Yes when k = 0, dimension 2, basis[1 0 0],[0 1 —4]. No for any other value
of k

20. No, because of the inequality
22. Yes, dimension 2, basis e,_, and e, (the last two vectors of the standard basis)

24. Yes, dimension 1, basis [S —4 —23], as follows by first considering the second
equation and then the first

26. TEAM PROJECT. (b) B'AT = (AB)' and rank is invariant under transposition.
The other two statements follow from the definition of rank and Theorem 1.
Parts (c) and (d) are proved in Ref. [ B2] listed in Appendix 1. Equality in (d) oc-
curs for A = B = ], for instance.
28. 2 -1, 4 -1 371"

SECTION 6.5. Solutions of Linear Systems: Existence, Uniqueness,
General Form, page 338

Purpose. The student should see that the totality of solutions (including the existence and
uniqueness) can be characterized in terms of the ranks of the coefficient matrix and the
augmented matrix.

Main Content, Important Concepts

Augmented matrix
Necessary and sufficient conditions for the existence of solutions
Implications for homogeneous systems
rank A + mullity A = n
Background Material. Rank (Sec. 6.4)

Short Courses. Brief discussion of the first two theorems, illustrated by some simple ex-
amples.

Comments on Content

This section should make the student aware of the great importailce of rank. It may be
good to have students memorize the condition

rank A = rank A

for the existence of solutions.

Students familiar with differential equations may be reminded of the analog of Theo-
rem 4 (see Sec. 2.8).

This section may also provide a good opportunity to point to the roles of existence and
uniqueness problems throughout mathematics (and to the distinction between the two).

SECTION 6.6. Determinants. Cramer’s Rule, page 341

Purpose. The first part of this section (on second- and third-order determinants) is mainly

for reference in other chapters. The main body of the section concerns those properties.

of nth-order determinants that are needed in practical work, and Cramer’s rule.
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so that we obtain

X2+ 2+ 2 x y z 1
P+ yPtat oy oy oz 1
X2+ 3% 22 xy oy, ) 1f=0
X+ 2 xy oy oz 1

1

Ayt x oy oz _
The sphere through the given points is x2 + y% + (z — 1)2 = 16.
(e) For a general conic section the equation is

ax2+bxy+cy2+dx+ey+f-1=0,
so that we get

x2 Xy y2 X y 1
x12 X1Y1 }’12 X1 Y1 1
xzz X2Y2 }’22 X2 Ya 1 -0
x32 X3Y3 }’32 X3 Y3 1
2 2
X4 X4Ya Ya Xq Ya 1
)Cs2 X5)5 )’52 X5 Y5 1

SECTION 6.7. Inverse of a Matrix. Gauss—Jordan Elimination, page 350

Purpose. To familiarize the student with the concept of the inverse A~? of a square ma-
trix A, its conditions for existence, and its computation.

Main Content, Important Concepts
AATT=ATIA =1
Nonsingular and singular matrices
Existence of A~! and rank
Gauss—Jordan elimination
(AC)"' = Cc AT
Cancellation law
det (AB) = det (BA) = det A'det B
Short Courses. Theorem 1 without proof, Gauss—Jordan elimination, formulas @*)
and: (7).
Comments on Content

Although in this chapter we are not concerned with operations count (Chap. 18), it would
make no sense to first blindfold the student by using Gauss—Jordan for solving Ax = b
and then later in numerical analysis correct the false impression by explaining why Gauss

-elimination is better because back substitution needs fewer operations than the diagonal-

ization of a triangular matrix. Thus Gauss—Jordan should be applied only when A~ is
needed. : -
The “unusual” properties of matrix multiplication, briefly mentioned in Sec. 6.2 can
now be explored systematically by the use of rank and inverse.
Formula (4*) is worth memorizing.

SRR S S
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Main Content, Important Concepts

Second- and third-order determinants

nth-order determinants

General f)roperties of determinants

Rank in terms of determinants (Theorem 3)

Cramer’s rule for solving linear systems by determinants (Theorem 4)

General Comments on Determinants

Our definition of a determinant seems more practical than that in terms of permutations
(because it immediately gives those general properties), at the expense of the proof that
our definition is unambiguous (see the proof in Appendix 4).

General properties are given for order n, from which they can be easily seen for
n = 3 when needed.

The importance of determinants has decreased with time, but will remain basic in eigen-
value problems (characteristic determinants), differential equations (Wronskians!), inte-
gration and transformations (Jacobians!), and other areas of practical interest.

SOLUTIONS TO PROBLEM SET 6.6, page 349

6. 1 8. —42,640 10. 0
12. —64 14. 1 ' 16. 2

18. x=2,y=-3,2=28
20. TEAM PROJECT. (b) For a plane the equation isax + by + cz+d-1 = 0, s0
that we get the determinantal equation

X y b4
X1 1 41
X2 Y2 22

X3 Y3 23

N = T
Il
[

The plane is 3x + 4y — 2z = 5.
(c) For a circle the equation is
a(x2+y®) +bx+cy+d-1=0,
so that we get
X2+ y2 X y
x2 + 3/ XN
x2+ ¥ X2 ¥
{x®+y®  x3 s
The circle is x2 + y% — 4x — 2y = 20.
(d) For a sphere the equation is

[ S P vy

a(x®+y2+ ) +bx+cy+dz+e-1=0,
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SOLUTIONS TO PROBLEM SET 6.7, page 357

19 2 -9
2.1-4 -1 2
-2 0 1

4. Note that due to the special form of the given matrix, the 2 X 2 minor in the
right lower corner of the inverse has the form of the inverse of a 2 X 2 matrix;
the inverse is

=17 0 0
.0 5 —13
0 -3 8

6. The entries of the inverse are the same as for a diagonal matrix, but their position on
the other diagonal is different. The inverse is

0 0 5/2
0 -5 0
10/3 0 0

8. The given matrix is singular. It is interesting that this is not the case for the 2 X 2

matrix
1 2
L i

10. Multiply I = (A?)"'A% by A~ from the right, A= = (A2)~!A, and this result again

by A~ from the right.
12. We obtain

I=1"=QAA ) = (A7A)T
= (A~1HTAT = ATAY)T,

This shows that the inverse of AT must be (A~*)7, as we wanted to prove.

~ 14. Use (1), with A replaced by C, and set C = A~L,

% 0 3 z 0 0 i 0 3

16| o 3 o 8. 3 -1 0 2. |- 0 &
3 0 -1 —23 3 1 L1 _a

10 5 8 4 4 8 4 24

SECTION 6.8. Vector Spaces. Inner Product Spaces. Linear
Transformations. Optional, page 358

Purpose. In this optional section we extend our earlier discussion of vector spaces R™
and C™, define inner product spaces, and explain the role of matrices in linear transfor-
mations of R”™ into R™,

Main Content, Important Concepts
Real vector space, complex vector space

Linear independence, dimension, basis
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Inner product space

Linear transformation of R into R™

Background Material. Vector spaces R™ and C™ (Sec. 6.4), inner product (Sec. 6.2).

Comments on Content

The student is supposed to see and comprehend how concrete models (R™ and C™; the
inner product for vectors) lead to abstract concepts, defined by axioms resulting from basic
properties of those models. Because of the level and general objective of this chapter, we
have to restrict our discussion to the illustration and explanation of the abstract concepts
in terms of some simple typical examples.

Most essential from the viewpoint of matrices is our discussion of linear transforma-
tions, which in a more theoretically oriented course of a higher level would occupy a more
prominent position.

Comment on Footnote 12

Hilbert’s work was fundamental to various areas in mathematics; roughly speaking, he
worked on number theory 18931898, foundations of geometry 1898-1902, integral equa-
tions 1902-1912, physics 1910-1922, and logic and foundations of mathematics
1922-1930. Closest to our interests here is the development in integral equations, as fol-
lows. In 1870 Car]l Neumann (Sec. 4.6) had the idea of solving the Dirichlet problem for
the Laplace equation (Sec. 9.8) by converting it to an integral equation. This created gen-
eral interest in integral equations. In 1896 Vito Volterra (1860-1940) developed a gen-
eral theory of these equations, followed by Ivar Fredholm (1866-1927) in 1900-1903,
whose papers caused great excitement, and Hilbert since 1902. This gave the impetus to
the development of inner product and Hilbert spaces and operators defined on them. These
spaces and operators and their spectral theory have found basic applications in quantum
mechanics since 1927. Hilbert’s great interest in mathematical physics is documented by
Ref. [4], a classic full of ideas that are of interest to the mathematical work of the engi-
neer. For more details, see G. Birkhoff and E. Kreyszig. The establishment of functional
analysis. Historia Mathematica 11 (1984), pp. 258—321.

SOLUTIONS TO PROBLEM SET 6.8, page 364

2. Noj; nonnegativity is not preserved under scalar multiplication.

4. Dimension 2. Basis [cos x sin x]. Further examples from differential equations can
easily be presented to students familiar with these equations. We did not mention this
explicitly, to keep chapters independent.

6. Dimension 6, basis

1 0 O 0 1 0 6 0 1

0o o of, (1 O O, {0 0 .0f,

0 0 0 0 0 0 1 ¢ 0
0 0 0 0 0 6 0 0
o 1 0}, |0 O 1}, 0 0
0 0 O 0 1 0 0 o
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10.
12.

14.
22,
24,
26.

28.

. Dimension 4, basis

[2—1 3][000}[00_0}000
0 o of [t o of o 1 o] lo o 1

No

If another such representation with coefficients k; would also hold, subtraction would
give E(Cj ~ k;)a; = 0, hence ¢; — k; = 0, because of the linear independence. This
shows the uniqueness. '

V71 16. V38 18. V62

0.8 + 3.9 + 11.0 = 15.7 < 2.58650V/38 = 15.944

20. +[0.8 0.6]"7

I3 4712+ i -21")12=25+5=25 + 10)

x1'=50 — ¥,

X2 =3y, — ¥

x; = 0.25y, — 0.1y 30. x; =y,

X = Y2 — 0.8y; Xy = Y2 €0s 6 — yssin @
X3 = 0.2y, X3 = Yo sin @ + yg cos @

SOLUTIONS TO CHAPTER 6 REVIEW, page 365

12.

18.

24.
30.
36.
42.

44.

46.
48.
50.

1 18 13 19 1 -2 -2 —12 —12
-6 -8 2| 14 1 21 15] 16. | —12 16 -9
-1 7 7 -2 15 33 -12 -9 -14
0 4 1 [ 9

-4 0 —2 20. | —34 22. -5

-1 2 o | —13

[9 34 13] 26. x=2,y=—1,z=4 28. No solution

x=0,y=2,z=-3 32.x=1,z=3y+2 4. x=2+4y -2,
2,3 38. 3,3 40. 2,2 .
A 3 X 3 skew-symmetric matrix is always singular. Hence any product involving B

or BT is singular, by the theorem on the determinants of products of matrices (Sec.
6.7, Theorem 4).

25 -1 —-45
3 1 -1
-35 -3 8.5

11 = 12, 12 = 4, 13 =16 [a.mps]
11 = 4, 12 = 5, 13 = 1 [aInpS]
By Kirchhoff’s current 1aw, iy = iy + u,/Z,. From this, Kirchhoff’s voltage law, and
Ohm’s law, ‘
Uy = Zlil + Ug = Zl(i2 + Luz) -+ Ug.
Zy
This gives the indicated matrix.




CHAPTER 7 Linear Algebra: Matrix Eigenvalue Problems

This chapter is new. Prerequisite is some familiarity with the notion of a matrix and with
the two algebraic- operations for matrices. Otherwise the chapter is independent of Chap.
6, so that it can be used for teaching eigenvalue problems and their applications, without
first going through the material in Chap. 6.

SECTION 7.1. Eigenvalues, Eigenvectors, page 371

Purpose. To familiarize the student with the determination of eigenvalues and eigenvec-
tors of real matrices and to give a first impression of what one can expect (multiple eigen-
values, complex eigenvalues, etc.).

Main Content, Important Concepts

Eigenvalue, eigenvector

Determination of eigenvalues from the characteristic equation
Determination of eigenvectors

Algebraic and geometric multiplicity, defect

Comments on Content

To maintain undivided attention on the basic concepts and techniques, all the examples
in this section are formal, and typical applications are put into a separate section (Sec.
7.2).

The distinction between the algebraic and geometric multiplicity is mentioned in this
early section, and the idea of a basis of eigenvectors could perhaps be mentioned briefly
in class, whereas a thorough discussion of this in a later section (Sec. 7.5) will profit from
the increased experience with eigenvalue problems, which the student will have gained
at that later time.

The possibility of normalizing any eigenvector is mentioned in Theorem 2, but this will
be of greater interest to us only in connection with orthonormal or unitary systems (Sec.
7.4).

In our present work we find eigenvalues first and are then left with the much simpler
task of determining corresponding eigenvectors. Numerical work (Secs. 18.6—18.9) may
proceed in the opposite order, but to mention this here would perhaps just confuse the
student. :

SOLUTIONS TO PROBLEM SET 7.1, page 375

1 1
2. 0, any nonzero vector . 4. —a, l: 1:| , a, |:1:|

1 1 o :
6. —3i, |: :| » 3i, I: :I . This result is typical because the matrix is skew-symmetric.
—1 i
We discuss this in Sec. 7.3.

1 1
8. 0.8 + 0.6i, |: :l , 0.8 — 0.6i, I::l . This is typical, as we shall see in Sec. 7.3;

—1 4

namely, the matrix is orthogonal, its eigenvalues have absolute value 1, and its de-

terminant has value 1.
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12,

14.

16.

18.

20.

3
0
1
1 1 1
a, 0 ,a—\/E, -2 ,a+\/§; V2
-1 1 1
- . |
=2,10/,0,|0].A =0 has algebraic multiplicity 2 and geometric multiplicity 1
1 0 ' :
(ust as A = 3 in Prob. 13), so that we have no basis of eigenvectors.
[0 -1 | -
) O:l . The eigenvalues are i and —i. Correspondirig eigenvectors are complex,
indicating that there is no direction that is preserved under a Totation.
1. 0 o0 |1 0
0 1 0 1. An eigenvalue is 1, with eigenvectors [ 0 | and | 1 |, indica-
0 0 -1 0 0

ting that every point in the xy-plane is mapped onto itself. The other eigenvalue is
—1, with eigenvector [0 0 1]7, indicating that every point z; on the z-axis is
mapped onto its negative —z,.

b1 oo | o] [
i i 0 | . The eigenvalue 1 with eigenvectors | O | and | 1 | indicates that
0 0 1 1 .10

every point in the plane y = x is mapped onto itself. The other eigenvalue 0 with
eigenvector [I —1 0]7 indicates that any point on the line y = —x, z = 0 (which
is perpendicular to the plane y = x) is mapped onto the origin. The student should
perhaps make a sketch to see what is going on.geometrically.

SECTION 7.2. Some Applications of Eigenvalue Problemé, page 376

Purpose. Matrix eigenvalue problems are of greatest importance in physics, engineering,
geometry, etc., and the applications in this section and in the problem set are supposed to
give the student at least some impression of this fact.

Main Content
Applications of eigenvalue problems in

Elasticity theory (Example 1),
Probability theory (Example 2),
Biology (Example 3),

Mechanical vibrations (Example 4).

. Short Courses. Of course, this section can be omitted, for réasons of time, or one or two
of the examples can be considered quite briefly.

—
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Comments on Content

The examples in this section have been selected from the viewpoint of modest prerequi-
sites, so that not too much time will be needed to set the scene.

Example 4 illustrates why real matrices can have complex eigenvalues (as mentioned
before, in Sec. 7.1), and why these eigenvalues are physically meaningful. (For students
familiar with systems of differential equations, one can easily pick further examples from
Chap. 3.)

SOLUTIONS TO PROBLEM SET 7.2, page 379

2.

Eigenvalues and eigenvectors are 1.6, [ —1]7 and 2.4, [1 1]". These vectors are
orthogonal, as is typical of a symmetric matrix. Directions are -—45° and 45°, re-

. spectively.

10.

12.

14.

16.

. 05,[1 —1]7;1.5,[1 1]7. Orthogonality as in Prob. 2. Directions —45° and 45°,

respectively.

.2,[1 11734, [1 —11". Directions 45° and —45°, respectively.
. [1 1 1]7. This could be seen without calculation because the matrix also has col-

umn sums equal to 1, which is not the case in general.

The growth rate is 2. The other two eigenvalues are not needed; they could be de-
termined by dividing the characteristic polynomial by A — 2; they are —1 +V0.6.
Growth rate 3. The other eigenvalues are —0.247004 and —2.753. These are not
needed.

A has the same eigenvalues as AT, and AT has row sums 1, so that it has the eigen-
value 1 with eigenvector x = [1 -+ - 1]".

Leontief is a leader in the development and application of quantitative methods in
empirical economical research, using genuine data from the economy of the United
States to provide, in addition to the “closed model” of Prob. 13 (where the produc-
ers consume the whole production), “open models” of various situations of produc-
tion and consumption, including import, export, taxes, capital gains and losses, etc.
See W. W. Leontief, The Structure of the American Economy 1919-1939 (Oxford:
Oxford University Press, 1951), H. B. Cheney and P. G. Clark, Interindustry Eco-
nomics (New York: Wiley, 1959).

TEAM PROJECT. (a) Because a polynomial with real coefficients (in our case,

the characteristic polynomial) has real or complex conjugate zeros.

(b) A~! exists if and only if det A # 0, but det A = AjAy * * + Ay, as follows from
the product representation

D) =det(A — AI) = (=)™ — Ap) - -+ (A — L),
namely, : .
det A = (—1*(=AD(=A2) -+ (A = Aiky "+ A

(¢) This follows by comparing the coefficient of A~ in the expansion of D(A) with
that obtained from the product representation.

(e) The first statement follows from
Ax = AX, (KA)x = k(AXx) = k(Ax) = (kA)x,

the second by induction and multiplication of A¥x; = A;x; by A from the left.
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(f) From Ax; = AjX; (x; # 0) and (e) follows k,APx; = kpA;Px; and kA%, =
koAi%x; (p 2 0, g = 0, integer). Adding on.both sides, we see that kpAP + k A?
has the eigenvalue k,A;” + k A2 From this the statement follows,

() det(L — A = —A3 + hiala1Ad + Lizla1ls, = 0. Hence A # 0. If all three eigen-
values are real, at least one is positive since trace L = 0. The only other possi-
bility is Ay = a + ib, Ay = a — ib, Ag real (except for the numbering of the
eigenvalues). Then A3 > 0 because [see (b)]

MAsds = (@® + b2)Ag = det L = lygly1ls0 > 0.

SECTION 7.3. Symmetric, Skew-Symmetric, and Orthogonal Matrices,
page 381

Purpose. To introduce the student to the three most important classes of real square ma-
trices and their general properties and eigenvalue theory.

Main Content, Important Concepts

The eigenvalues of a symmetric matrix are real.

The eigenvalues of a skew-symmetric matrix are pure imaginary or zero.
The eigenvalues of an orthogonal matrix have absolute value 1.

Further properties of orthogonal matrices '

Comments on Content

The student should memorize the preceding three statements on the locations of eigen-

values as well as the basic properties of orthogonal matrices (orthonormality of row vec-

tors and of column vectors, invariance of inner product, determinant equal to 1 or —1).
Furthermore, it may be good to emphasize that, since the eigenvalues of an orthogonal

matrix may be complex, so may be the eigenvectors. Similarly for skew-symmetric ma-

trices. Both cases are simultaneously illustrated by

0 1 . 1 1
A= with eigenvectors and .
-1 0 i —i

corresponding to the eigenvalues i and —i, respectively.

SOLUTIONS TO PROBLEM SET 7.3, page 384

2. Skew-symmetric if a = 0, symmetric if b = 0, orthogonal if a® + b2 = 1. Figen-
values g * ib

4. Orthogonal (a rotation about the x-axis through an angle 6). Eigenvalues 1 and
cos 0 % isin 0

6. Symmetric (for real a and k). Eigenvalues a — (of algebraic and geometric multi-
plicities 2 when k # 0) and a + 2k

8. Let Ax = Ax (x # 0), Ay = uy (y # 0). Then (Ax)" = xTAT = xTA = Ax". Thus
Ax"y = xTAy = x"uy = ux"y. Hence, if A W, then xTy = 0, which proves orthogo-
nality.
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10. Yes, for instance

a 1-42 0
1- a2 —a 0]:-
0 0 1

where —1 =a = 1.
12. No for 3 X 3, yes for 4 X 4, no for 5 X 5. For 3 X 3,

0 a b
det | —a 0 ¢ | = —abc + bac = 0.
b - 0 '

det A = det(A") = det(—A) = (—1)"det A =0ifn=3,5,---.

14. @) AT=A"LB"=B"1, (AB)" =BTA" = B'A"! = (AB)"L. Also (A™))" =

(AN~ = (A™)~L. In terms of rotations it means that the composite of rotations and
the inverse of a rotation are rotations.

[ cos 6 sin O:I

—sin 6 cos 6 ‘ )

(¢) To a rotation of 16.26°. No limit. For a student unfamiliar with complex num-
bers this may require some thought.

(d) Limit O, approach along some spiral.
(e) The matrix is obtained by using familiar values of cosine and sine,

(b) The inverse is

B [\/5/2 —1/2}
12 V3npl’

SECTION 7.4. Complex Matrices: Hermitian, Skew-Hermitian, Unitary

page 385 :
Purpose. This section is devoted to the three most important classes of complex matri-
ces and corresponding forms and eigenvalue theory.
Main Content, Important Concepts

Hermitian and skew-Hermitian matrices

Unitary matrices, unitary systems

Location of eigenvalues (Fig. 146)

Quadratic forms, their symmetric coefficient matrix
Hermitian and skew-Hermitian forms

Background Material. Section 7.3, which the present section generalizes. The prerequi-
sites on complex numbers are very modest, so that students will hardly need any extra
help in that respect.

Short Courses. This section can be omitted.

Comments on Content

This is the first time in this chapter that the student meets with complex matrices. The
material is arranged so that the analogy of properties and proofs to those in Sec. 7.3 will
be apparent.
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——— Theimportance of these matrices results from quantum mechanics as well as from math-

ematics itself (e.g., from unitary transformations, product representations of nonsingular
matrices A = UH, U unitary, H Hermitian, etc.).

The determinant of a unitary matrix (see Theorem 4) may be complex. For example,
the matrix -

is unitary and has
detA =i,

SOLUTIONS TO PROBLEM SET 7.4, page 390
2.[1-3i 5T, [1-3 —2I7
4.1 1T -17
6. Skew-Hermitian; —i, [-1 +i 2]%;2i,[1 —i 1]7
8. Skew-Hermitian; i, [0 1 0]";3;,[-1 0 11%5,[1 0 17
10. Hermitian; —2,[i —-1-i 1%0,[-i 0 1152 1+i 17
12. PROJECT. (a) For A, B unitary, (AB)™ = B'A~* = B'A" = (AB)".
_ We prove the statemlent abou{ thf inversle. Let A be unitary. Set A~' = B. Then
B =AY =AY =@ H 7 =B " ThusB-*=8"
() AA" = A% if A is Hermitian, —AZ if A is skew-Hermitian, AA~! = I if A is
unitary. Commutability is now obvious.
@WA=H+SA =H +5 =H-S§, hence
AA" = (H + S)H - S) = H? - HS + SH — S2
Also e
A A=MH-S)H+S)=H2+HS — SH - §2.
These two expressions are equal if and only if
—HS + SH = HS — SH.

This implies that HS = SH, as claimed.
(e) For instance,
0 0
o]
is not normal. A normal matrix that is not Hermitian, skew-Hermitian, or unitary

is obtained if we take a unitary matrix and multiply it by 2 or some other real
factor different from *1.

2 o 1 -2 3 -1 1 -1 4
-2 4 -6 2 -1 -3 -4 4
14. 0 0 2 16. 18.
2 g 3 6 9 -3 4 -4 16 0
-1 2 -3 1 0 4 0 —4

20. Skew-Hermitian, 6i
22. Hermitian, alx;|® + 2 Re [(b + ic)%yxp] + k|xy)?
24, Hermitian, 4
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SECTION 7.5. Similarity of Matrices. Basis of Eigenvectors.
Diagonalization, page 392

Purpose. This section exhibits the role of bases of eigenvectors in connection with lin-
ear transformations and contains theorems of great practical importance in connection with
eigenvalue problems, notably Theorems 1, 4, 5.

Main Content, Important Concepts
Similar matrices have the same spectrum (Theorem 1).
Bases of eigenvectors (Theorems 3, 4)
Diagonalization of matrices (Theorem 5)
Principal axes transformation of forms

Short Courses. Complete omission of this section or restriction to a short look at Theo-
rems 1 and 5.

Comments on Content
Theorem 1 .on similar matrices has various applications in the design of numerical meth-
ods (Chap. 18), which often use subsequent similarity transformations to tridiagonalize or
(nearly) diagonalize matrices on the way to approximations of eigenvalues and eigen-
vectors. The matrix X of eigenvectors [see (5)] also occurs quite frequently in that con-
text. :

Theorem 4 is another result of fundamental importance in many applications, for in-
stance, in those methods for numerically determining eigenvalues and eigenvectors. Its
proof is substantially more difficult than the other proofs given in this chapter.

SOLUTIONS TO PROBLEM SET 7.5, page 397

A 3.008 ' —0.544 —-17 25
2. A= A=4,y= ,X = ;
5456  6.992 31 25.

P _[10}
IR INTH R

T2 [
)L—l,y—I:S:l,x—[_l_J
1 2 1 0 1 -1 0
6 A=|0 7 3|;A=1y=|-1}|,y=]0|,x=] 0f,x= ;
0 2 2 2 0 2 0
1 3
A=8y=|3|,x=|1
[1 1
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8. [(1+d/2 UV2AT A +i)2 —-UV2]”
BEHER-
10. ,
K 4
F7] [ } [100
12.
0
2
1
2

!

th O
=)
1

[ 1] [o 1 0 o
(-1, (1], {1, {0 2 o
o |1 0 0 -1

16. Hyperbola 52y,% — 39y2 = 156, hence 4y, — 3y,2 = 12; x; = 2y, + 3y5)/V13
X3 = (3y; — 2y)/V1

18. Orthogonal straight hnes 25y, + 50y, = 0, that is, the coordinate axes of the
y-system, x1 = 0.6y; — 0.8y;, x» = 0.8y, + 0.6y,

20. Ellipse y,* + 16y,> = 16, x; = 2y; + y2)/'V5, x5 = (—y; + 2y,)/V5

22. PROJECT. (a) This follows immediately from the product representation of the
characteristic polynormal of A.

n
() C=AB,¢,; = 2 ayby, Co9 = E agbys, etc. Now take the sum of these 7

=1 =1
sums. Furthermore, trace BA is the sum of
n
1= E blmaml’ T Cpn T 2 bnmamn’
m=1 ] m=1

involving the same n” terms as those in the double sum of trace AB.
(¢) By multiplications from the right and from the left we readily obtain

A = p2Ap-2

(d) Interchange the corresponding eigenvectors (columns) in the matrix X in (5).

SOLUTIONS TO CHAPTER 7 REVIEW, page 398

1 1 0 1 1 2
14. 1,|10};0,|1(;3,{0 16. -3 11:3,|1¢;15,| -1
0 1 1 -1 2 1
2 0 1 18 0 o0
18. | 1],(2/,]0],| O 9 0
0 1 2 0 0 -9

20. Hyperbola ~10y,2 + 5y, = 10, x; = (y; + 2y,)/V/5, = (2 F y2) V5
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22. Straight lines y, = *y, resulting from 13(—y,% + y,%) = 13(yy + y1)(y2 — y1) =
0; x; = 2y, + 3y2)/ V13, xp = (=3y; + 2y2)/V13
24. Eigenvalues and eigenvectors are

Sy 1 [11 1 L]
x* 2 —1 2 3 1

1] 1
Sy -1, |: ; 1, |

—i i

0] 1]
S, -1, ; 1, .
1 0




CHAPTER 8 Vector Differential Calculus. Grad, Div, Curl

Changes

These are minor. In Sec. 8.6, tangential and normal accelerations are discussed in a
more concrete fashion. The section on grad, div, and curl in curvilinear coordinates has
been omitted; this material can now be found in Appendix A3.4, since it is mainly for
reference.

SECTION 8.1. Vector Algebra in 2-Space and 3-Space, page 401

Purpose. We introduce vectors in 3-space given geometrically by (families of parallel)

directed segments or algebraically by ordered triples of real numbers, and we define ad-
dition of vectors and scalar multiplication (multiplication of vectors by numbers).

Main Content, Important Concepts

Vector, norm (length), unit vector, components
Addition of vectors, scalar multiplication

Vector space R3, linear independence, basis

Comments on Content

Our discussions in the whole chapter will be independent of Chap. 6, and there will be
no more need for writing vectors as columns and for distinguishing between row and col-
umn vectors. Our notation a = [a;, ay, ag] is compatible with that in Chap. 6. Engineers
seem to like both notations

a= [al, as, 113] = ali + azj + a3k,

preferring the first for “short” components and the second in the case of longer expres-
sions. ‘

The student is supposed to understand that the whole vector algebra (and vector cal-
culus) has resulted from applications, with concepts that are practical, that is, they are
“made to measure” for standard needs and situations; thus, in this section, the two alge-
braic operations resulted from forces (forming resultants and changing magnitudes of
. forces); similarly in the next sections. The restrictions to three dimensions (as opposed to
n dimensions in the previous two chapters) allows us to “visualize” concepts, relations,
and results and to give geometrical explanations and interpretations. :

On a higher level, the equivalence of the geometric and the algebraic approach (Theo-
rem 1) would require a consideration of how the various triples of numbers for the vari-
ous choices of coordinate systems must be related (in terms of coordinate transformations)
for a vector to have a norm and direction independent of the choice of coordinate sys-
tems.

SOLUTIONS TO PROBLEM SET 8.1, page 407

2. —1,4,3;V26 4. —10, 2, —6; V140 6. a, b,c; Va® + p2? + ¢2

8 -2,0,-2; V8 10. (0, 0, 1); V13 12. (3, -1, —2); 0
' 123
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14.
18.
22.
28.
30.
32.
34,

(3, —1, 6); V46 16. [-3,2, 11,19, =6, 31, [, 1, —3]
V11, V14 + 3 20. (1/\V14) [3, =2, 11, [0, 1, 0]

[27, —19, 2] 24. (8, -3, 8]; V137 26. [0, —10, 0]
[12, 0, 16]; 20 ’
2=|p+ q =10, 12 = |4p — 3q| = 36. Nothing about the direction.

p= —3i,q = —9j,u = 3k. Yes
TEAM PROJECT. (a) The idea is to write the position vector of P in the figure in
two ways and then to compare,

AMa+b)=a+ ub — a).

A = 1 — u are the coefficients of a and A = u those of b, Together, A = p = 1 ex-
pressing bisection.

®)

©

(@

(e

()

The idea is similar to that in part (a). It gives
Ma + b) =1a + uib — a).

A =3 — 14 from a and A = Ju from b, resulting in A = }, thus a ratio 3:1.
Partition the parallelogram into four congruent parallelograms. Part (a) gives 1:1
for a small paralielogram, hence 1:(1 + 2) for the large parallelogram.

In the figure, a + b + ¢ +d = 0, hence ¢ + d = —(a + b). Also, AB =
ia + b), CD = ¥(c + d) = —3(a + b), and for DC we get +3(a + b), which
shows that one pair of sides is parallel and of the same length. Similarly for the
other pair.

Let v,, - * +, v, be the vectors. Their angle is & = 2w/n. The interior angle at
each vertex is B = m — (27/n). Put v, at the terminal point of vy, then v at
the terminal point of vy, etc. Then the figure thus obtained is an rn-sided regular
polygon, because the angle between two sides equals 7 — a = B. -Hence
vy + vy + -+« + v, = 0. (Of course, for even n the truth of the statement is im-
mediately obvious).

Let a, b, ¢ be edge vectors with a common initial point (see the figure). Then the
four (space) diagonals have the midpoints

AG: fa+b+e¢

BH: a+ib+c—a)
EC: c+3a+b—¢)
DF: b+3a+c—b),

and these four position vectors are equal.

ap

Section 8.1. Parallelepiped in Team Project 34(f)




Instructor’s Manual 125

SECTION 8.2. Inner Product (Dot Product), page 408

Purpose. We define, explain, and apply a first kind of product of vectors, the dot prod-
uct a*b, whose value is a scalar.

Main Content, Important Concepts
Definition (1)
Dot product in terms of components
Orthogonality
Length and angle between vectors in terms of dot products
Schwarz and triangle inequalities

Comment on Dot Product

This product is motivated by work done by a force (Example 2), by the calculation of
components of forces (Example 3), and by geometric applications such as those given in
Examples 5 and 6.

“Inner product” is more modern than “dot product” and is also used in more general
settings (see Sec. 6.8).

SOLUTIONS TO PROBLEM SET 8.2, page 413

2. V14,2V14, V21 4. —16
6. —37 8. V27, V14 + Vv29

10. u*(v — w) = 0. v — w is orthogonal to u. So this does not imply thatv — w = 0,
that is, v = w.

14. 0 16. —82

18. Yes, because W = (p + q)*d = ped + q-d.

(b—ay@c—a) [211]0 1,2 1

20. lb — a”c — al = oV = 30 . Answer: 79.5°
p @rbre B30 6 o
" la + b|]c| V26V5 V130 ° e
24. 85.74° 26. 60° 28. 55.3°, 85.6°, 39.1°
30. 3 32. 21Vl 34. 0

36. |a + b = (a + b)*(a + b) = |al® + 2a|jb] + b? = (la| + b))
38. PROJECT. (a) a, = 1
(b) a such that 52, = 2a, with g, + a,2 = 1
(¢ b such that 2b; + b, = 0 and b, arbitrary. Yes
d) c=3/4
e c= -2
(f) a=1[0,0, 1] is a unit vector orthogonal to b and ¢, and ¢; = qs = 1/5 gives unit
vectors b and ¢, which are orthogonal.
(g) If a and b correspond to adjacent sides, to the diagonals there correspond a + b
and a — b. Orthogonality implies that

@+b)@—b)=a® - bf =0, |a] = [b].
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SECTION 8.3. Vector Product (Cross Product), page 414

Purpose. We define and explain a second kind of product of vectors, the cross product
a X b, which is a vector perpendicular.to both given vectors (or the zero vector in some
cases).

Main Content, Important Concepts
Definition of cross product, its components (2), (2*%*)
Right- and left-handed coordinate systems
Properties (anticommutative, not associative)

Scalar triple product

Prerequisites, Elementary use of second- and third-order determinants (see the beginning
of Sec. 6.6). :

Comment on Motivations

- Cross products were suggested by the observation that in certain applications, one asso-

ciates with two given vectors a third vector perpendicular to the given vectors (illustra-
tions in Examples 4-6). Scalar triple products can be motivated by volumes (Example 7)
and linear independence (Theorem 1).

SOLUTIONS TO PROBLEM SET 8.3, page 421

2, [8, 12, —13], [-8, —12,13],0,0 4. [8, 12, 18]

6. 0,0,13 8. [4, -2, —27]
10. 0 12. [—16, —24,0], 0
14. —62, —62 16. 32, 32
18. 1776

20. v = [3,0,0] X [2,2,2] = [0, =6, 6], |v|] = V72

22. m = [-3,4,0] X [2,1,0] = [0, 0, —11]

24. m = [-3, —1,2] X [3, —1, 2]-= [0, 12, 6]

26. The area is obtained as the length of the cross product of two edge vectors,

4-1 -2-1, 01xMO9-1, 3—1, 0J=[0, O, 30]

Answer: 30.

28.[4—-2, —-1—1, 0]x[6—2, 3—1, 01=1[0, 0, 12]. Answer: 6
30.2—-1, 0—-3, 8—0]x[0—-1, 2-3, 2—0]=1[2 —10, —4]. Hence
2x — 10y — 4z = ¢ with ¢ = —28 obtained by inserting one of the three points.

32. 10

34. Edge vectors are [3 — 1, 7 — 3,712 — 6], 8 -1, 8 —3, 9 — 6],
[2-1, 2—3, 8 — 6]. The mixed triple product of these vectors is —90 (or -+90).
Answer: 15.

36. Their determinant is 220. Answer: Yes. v

38. TEAM PROJECT. (a) |]a X bj> = |a*b[® sin?y = |afb|(1 — cos®?y) =
(a*a)(b+b) — (a*h)®
(b) We choose a right-handed Cartesian coordinate system such that the x-axis has

the direction of d and the xy-plane contains ¢. Then the vectors in (b) are of the
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form
b= [bl’ bz, b3], Cc = [Cl, Co, 0], d= [dl, O, O].
Hence by (2**),

i i k ' i Jj k
cXd= Cq Cy 0| = _Czdlk, b X (c X d) = b]_ b2 b3
dl 0 0 0 0 '_Czdl

The determinant on the right equals [—bycod;, bicady, 0]. Also,
(bed)e — (beo)d = byd[cy, ¢z, 0] — (bacy + bacy)[d,, 0, 0]
= [=bycads, bidicy, 0].
This proves (b) for our special coordinate system. Now the length and direc-
tion of a vector and a vector product, and the value of an inner product, are in-
dependent of the choice of the coordinates. Furthermore, the representation of
b X (¢ X d) in terms of i, j, k will be the same for right-handed and left-handed

systems, because of the double cross multiplication. Hence, (b) holds in any Carte-
sian coordinate system, and the proof is complete.

(c) This follows from (b) with b replaced by a X b.

(d) a*[b X (¢ X d)lequals(a b [c X d) =(@x b)(c xd by the definition
of the triple product, as well as (asc)(b+d) — (a*d)(b-c) by (b) (take the dot
product by a).

SECTION 8.4. Vector and Scalar Functions and Fields. Derivatives,
page 423

Purpose. To get started on vector differential calculus, we discuss vector functions and
their continuity and differentiability.

Main Content, Important Concepts
Vector and scalar functjons and fields
Continuity, derivative of vector functions ®), (10
Differentiation of dot, cross, and triple products, (11)-(13)
Partial derivatives

Comment on Content

This parallels calculus of functions of one variable and, if known to students, can be sur-
veyed quickly.

SOLUTIONS TO PROBLEM SET 8.4, page 427
2. Ellipses 4. Circles 6. Hyperbolas
" 4¢

10. CAS PROJECT. Note that all these functions occur in connection with solutions of
Laplace’s equation; so they are real or imaginary parts of complex analytic functions.

- 1\2 . 1
8. Circles [x — —) +y2=—
2¢
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For example, (f) occurs in connection with In cos z. A CAS can graphically handle
these more complicated functions, whereas the paper and pencil method is relatively
limited. This is the point of the project.

12. Elliptic cylinders

14. Paraboloids of revolution

16. Congruent cylinders whose cross section in the yz-plane is a quadratic parabola
18. Note that each field vector equals the position vector of the corresponding point.

20. Note that each field vector is orthogonal to the position vector of the corresponding
point, as for the velocity field of a rotation.

26. —yzsinxyz (i +J), —xzsinxyz i + J), —xysinxyz (i + j)
28. [¢®cosy, e®siny, 0],[—€®siny, e®cosy, 0]

30 ad Y Y x
* x2+y2’ x2+y2 4 x2+y2’ x2+y2

SECTION 8.5. Curves. Tangents. Arc Length, page 428

Purpose. Discussion of space curves as an application of vector functions of one variable
and in view of later use of curves in mechanics (Sec. 8.6) and in line integrals (Chap. 9).

Main Content, Important Concepts

vParametric representation of curves (1)
Tangent vector, tangent, (7)-(9)
Arc length s

Comment on Problems 27-32

These involve only integrals that are simple (which is usually not the case in connection
with lengths of curves).

SOLUTIONS TO PROBLEM SET 8.5, page 433

2.r) =[-1+3:, 3+ 8]
4 r@)=[1—¢t 1+t 1-—1
6. r(t) = [4r, 4t, 1]
8.r() =[a+ 4t b+ (2—2b)t, c—1]
10. Helix on an elliptical cylinder
12. Circle in the xy-plane with center at (a, b, 0)
14. Ellipse in the plane z = 4
16. Only the portion corresponding to x = 0
18. Hyperbola [\/5 coshz, 2sinhz, 1]
20. Helix [3cost, 3sint, 51]
22. (a) ¥'(¢®) = [-2sint, 2cost, 0], u=41ir
® r'P)=[-V2, V2, 0L,u@) =[-1/V2 UV2 0]
© qw) =[V2 - V2w, 2+ V2w, 0]
24. (@) r'(f) = [—2sint, 2cost, 1], u= /V5r' @)
® '@ =10, 2, 1, u®@ =[0, 2/V5 1/V5]
© qw) =12, 2w, w]
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26.

28.
30.

32.

@ w=(1+ 4% + 94124 + 245 + 31%K)
(®) u(P) = 147Y2(i + 2j + 3k)
© (A +wi+ 1+ 2wj+( + 3wk

2aVa® + 2

r' = —3acos?tsinti + 3asin®t cos tj

r'or’ = 942 cos? ¢sin® f + 942 sin? £ cos? ¢
2.2, .2 9a% 2
= 9a“ cos® tsin’ ¢ = Tsm 2t.

This gives as the length in the first quadrant

l“3af1r/2'2tdt——3a 0) = 2
=3 . sin = 4(cos71' cos)—2.
Answer: 6a.

From the given representation we get dp = asin 6 d6. Hence
ds® = a*(1 — cos 6)% d6? + a2 sin® 6 492 = 2a%(1 — cos 6) do?

where 1 — cos 6 = 2 sin® 1, so that the total length is
27

I=2a [ sin30d6 = ~da(cos 7 — 1) = 8a.
0]

SECTION 8.6. Velocity and Acceleration, page 435

Purpose. To show the role of parametric representations and of derivatives in connection

wi

th motions in mechanics.

Main Content, Important Concepts

Velocity vector

Acceleration vector, its tangent and normal components
Angular speed

Centripetal acceleration

Coriolis acceleration

Short Courses. This section (and the next two sections) can be omitted.

SOLUTIONS TO PROBLEM SET 8.6, page 439

2
4

6

« V=costi,a= —sinti = Atang> Anorm = 0

- V= —45in2¢i — 4cos2tj, a = —8 cos 2¢i + 8sin2tj, agang = 0, aporm = a, as
in Example 1.

- V= —sinti+ 2cos2tj,a= —costi — 4 sin 2¢ §,

asy 3 sin 2t — 4 sin 4¢
Aang = v=~2
fang Ty sin® t + 4 cos? 2¢

v, Anorm = A — Agapg.

The path looks like an infinity sign, with a double point at the origin, corresponding
to t = 71/2 and 37/2.
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8. CAS PROJECT. (a) v = [—2sint — 2sin2¢, 2cost — 2 cos 2t]. From this we
obtain |[v[2 = vev = (—2sin¢ — 2 sin 2/)% + (2 cos t — 2 cos 2¢)% Performing the
squares and simplifying gives

|v[2 = 8(1 + sin ¢ sin 2¢ — cos ¢ cos 2¢)

= 8(1 — cos 3¢)
3t
= in2 —
16 sin 5 -
Hence
. 3t
|v| = 4 sin —.

2
a=[-2cost—4cos2t, —2sint + 4sin2t].
We use (4*). By straightforward simplification,
a*v = 12(cos ¢ sin 2¢ + sin ¢ cos 2¢)
= 12 sin 3z.
Hence (4*) gives -
12 sin 3¢
P T 16 sin? (3t/2)
Anorm = @ ~ Atan:
(b) v =[—sint — 2sin2¢, cost — 2 cos2t]
[v|> =5 — 4 cos 3t
a=[—cost— 4cos2t, —sint+ 4sin2f]
6 sin 3¢

Aian = m [~sint — 2sin2¢f, cost — 2 cos 21]

an;)rm =a— Ay
(¢) v=[—sint 2cos2t, —2sin2¢]
V|2 = 4 + sin®t
a=[—cost, —4sin2f, -4 cos2t]
1 sin 2¢ . .
Apan = pprpeCI [—sint, 2cos2t, —2sin2i]
Qnorm = @ — 8tan
(d v=[ccost— ctsint, csint+ ctcost, cl}
V2 = 2% + 2)
a=[—2csint — ctcost, 2ccost— ctsint, O]
ct

a,.,. = —5——|[cost —tsint, sinz+ tcosz, 1
tan t2+2[ ]

Anorm = @ — A¢an

This is a spiral on a cone.
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10. v = [—sint, 2cost], |[v|]> = 4 cos® ¢ + sin® ¢ is minimum at *7/2 and maximum
at 0 and 7. Also, a = [—cos#, —2sint], and |a| is minimum at ¢ = 0 and o (on
the x-axis) and maximum at *=7/2 (on the y-axis). Finally,

3sintcost

Aan = 55— [sint, —2cost
tan smzt+4cos2t[ ]

Qnorm = @ T Agap

12. r =2b,v = 2tb + t2b’,a = v/ = 2b + 4tb’ + t2b". Answer: 4tb’

14. R=385-10°m, |v| = 2@R/(2.36 - 10°) = 1025 [m/sec], [v| = wR,
la| = ©®R = [V[*/R = 0.0027 [meter/sec?], which is only 2.8 - 10~ g, where g is the
acceleration due to gravity at the earth’s surface.

16. R = 3960 + 450 = 4410 [mi], 2R = 100}v], |v| = 277.1 mi/min, g = a| =
@®R = |V/R = 17.41 [mi/min] = 25.53 [ft/sec?] = 7.78 [meters/sec?]. Here we
used |[v| = wR.

SECTION 8.7. Curvature and Torsion of a Curve. Optional, page 440

Purpose. To complete the discussion of the foundations of differential geometric curve
theory. We leave this section optional because we shall not refer to curvature or torsion
in our further work.

Main Content, Important Concepts
Curvature

Torsion

Frenet formulas

Short Courses. Omit this section.

SOLUTIONS TO PROBLEM SET 8.7, page 443

2. We denote derivatives with respect to ¢ by primes. In (1),

dr , dt a1 ' i
u= A =r P s = o = (rer’ )= (See (12), Sec. 8.5.)
Thus in (1),
du " dr\? ' d* Mot =1 ! d?t
— = —1 + —_— = . - + —_—
a " (a’s) d as? " « g ) r ds®
where

d d [dt\ dt VI TI N
—_— ) — = —= . - 2 ] . —1/2
as®  dr (ds) 4s 2T T2

—@"r")x'or')2
Hence

d
__u — rll(rl.rl)_]_ _ l‘,(l‘”'l")(l‘"l")_z
ds
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da d
d: . d:l — (l‘”’l‘”)(l‘”l‘,)_z _ 2(rll.rl)2(rl.rl)_3 + (r'-r')'3(r"°r')2

— (rll.rlf)(rl.rl)_z _ (r"-r')z(r"r')_3.
Taking square roots, we get (1').
Ellipse x%/a® + y%/b%> = 1, «k = ab(a®sin®t + b2 cos? 1)~3/2
. Hyperbola, k = 2|cx3|/(x* + c2)32
. Hyperbola x> — y2 = 1, (cosh?® t + sinh? 1)~ %2
10. 7= —prxp) = —pe@xp+tuxph)=0-(p u p)=+@u p p)

dr dr /ds dr d*r ds\2 d&dr d ds\3
12. = _ —)+---, _— = + e

I N

ds  at) a0 d® ar/ \di d®  ar®/ \ar
where the dots denote terms that vanish by applying familiar rules for simplifying de-
terminants; thus
_ 1 far d’r d’r\ 1 dr d’r d3r
TR \as A aB) T @asia® \ar @ ad
Now use (1’) and formula (12) in Sec. 8.5.
14. c/(@® + ¢?) ,
16 p=bXxup ' =b" xu+bxu =—-7pxXu+bXxxp
. = —7(—b) + k(—uw)

SECTION 8.8. Review from Calculus in Several Variables. Optional,
page 443

Purpose. To give the student a handy reference and some help on material known from
calculus, if needed.

SOLUTIONS TO PROBLEM SET 8.8, page 446
2. g'th — gh'In?
4. (1 —t—sint)sint+ (1 + 1+ cost) cost
6. 4u, 4v
8. 4@* — 4 + v™Y), 4t — vd)

* 10. This follows from (1). Answer: 3x> + 2(x? + y2)2x, 3y% + 2(x2 + y2)2y.

SECTION 8.9. Gradient of a Scalar Field. Directional Derivative, page 446

Purpose. To discuss gradients and their role in connection with directional derivatives,
surface normals, and the generation of vector fields from scalar fields (potentials).

Main Content, Important Concepts
Gradient, nabla operator
Directional derivative, maximum increase, surface normal
Vector fields as gradients of potentials

Laplace’s equation
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Comments on Content

This is probably the first section in which one should no longer rely on knowledge from
calculus, although relatively elementary calculus books usually include a passage on gra-
dients.

Potentials are important; they will occur at a number of places in our further work.

SOLUTIONS TO PROBLEM SET 8.9, page 452
2. [y, x], [1, 1] 4. [2x, 18y], [—4, 36]

6. [¢®siny, e® cos y], [V2, V2]

8 —(cos(x+2)I[1, 0, 1], [——\;? , 0, —%:l

10. &% + ¥y, - [ —&]
12. —2¢%"~¥" [(x sin 2xy + y cos 2xy)i + (x cos 2xy — y sin 2xy)j],
—2(sin 2 + cos 2)i — 2(cos 2 — sin 2)j

14. The direction of 6i — 5j 16. (1/V5)[2, 1]
18. @® + b% + A V2 [q, b, c] 20. (1/V11)[1, 1, 3]
22. xyz 24. ye® + z

26. %ln 2 + y%)
28. PROJECT. The first formula follows from

[(f®)z: (£8)y, (£8):] = [f28 Fyg. £28] + [f8ax f8ys fEL]-

The second formula follows by the chain rule, and the third follows by applying the
quotient rule to each of the components (f/g),, ( F/g)y, (flg), and suitably collecting
terms. The last formula follows by two applications of the product rule to each of the
three terms of V2, '

30. V5 32. 1/(2V2)
34.2V3

SECTION 8.10. Divergence of a Vector Field, page 453

Purpose. To explain the divergence (the second of the three concepts grad, div, curl) and
its physical meaning in fluid flows.

Main Content, Important Concepts

Divergence of a vector field
Continuity equations (5), (6)
Incompressibility condition (7)

Comment on Content

The interpretation of the divergence in Example 2 depends essentially on our assumption
that there are no sources or sinks in the box. From our calculations it becomes plausible
that in the case of sources or sinks the divergence may be related to the net flow across
the boundary surfaces of the box. To confirm this and to make it precise we need inte-
grals; we shall do this in Sec. 9.8 (in connection with Gauss’s divergence theorem).
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Moving div and curl to Chap. 9?

Experimentation has shown that this would perhaps not be a good idea, simply because
it would combine two substantial difficulties, that of understanding div and curl them-
selves, and that of understanding the nature and role of the two basic integral theorems
by Gauss and Stokes, in which div and curl play the key role.

SOLUTIONS TO PROBLEM SET 8.10, page 456
2. 2 + 2y + 22 4.0
6.0 8. 6xyz

10. w X r = (wyz — wayli + (Wax — wy2)j + (W1y — wyx)k shows immediately that
div v = 0 because the first, second, and third components do not depend on x, ¥, 2,

respectively. dx d dz
12. v = vi + 0,5 + v3k=d—ti+d—ij + — k = xi. Hence div v = 1, and
dx dy dz
—=x =0, ==0
i d dt

By integration, x = cie’, y = ¢3, 2 = c3, and r = xi + yj + zk. Hence
r(O) = Cli + C2j + C3k and l'(l) = Clei =+ Czj + C3k.
This shows that the cube in Prob. 11 is transformed into the rectangular parallelepiped
boundedbyx = 0,x = ¢,y =0,y = 1,z =0, z = 1, whose volume is e.
14. 4(x — Y)/(x + y)?
16. 0
18. 2 cosh 2x — 2 cosh 2y
20. —1/Vx? + y2 Equation (3) is simpler than differentiation.

SECTION 8.11. Curl of a Vector Field, page 457

Purpose, Content

We introduce the curl of a vector field (the last of the three concepts grad, div, curl) and
interpret it in connection with rotations [Example 2 and the remarks on (3) and (4)]. A
main application of the curl follows in Sec. 9.9 in Stokes’s integral theorem.

SOLUTIONS TO PROBLEM SET 8.11, page 459

2. 3k 4. 0
6. [sinz, 0, —cosy] .
8. curlv = —4yk, divv = 0, imcompressible, v = [x', y', 2] = [2y%, 0, 0],

y =0,y=cy7 =0,z= ez x' =292 =2¢,% x = 2¢c5%t + ¢y
10. curl v = [0, 0, (cosec x)'], divv = sec x tanx, v = [x’, y', '] = [sec x, cosec x, 0],

x''= secx, cosx dx = dt, sinx = t + ¢;, x = arc sin(t + ¢;), y = cosecx =
ll(t + C]_), y= In (t + Cl) + (:2,_2 =C3
12. curlv = (17/4)k, incompressible, v = x'i + y'j + z'k = —iyi + 4xj; hence

(@ x" = ~%y, (B) y' = 4x. Now (b) gives x = 1y’. From this and (a) we obtain
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14.

16.
18.
20.

xx’ = —(3y)3y"). By integration, x*/2 = —y%/32 + const, x> + (y/4)> = const.
The streamlines are ellipses.

PROJECT. Parts (b) and (d) are basic. They follow from the definitions by direct
calculation. Part (a) follows by decomposing each component accordingly.

(c) In the first component in (1) we now have fug instead of vs, etc. Product differ-
entiation gives (fug), = f,v3 + f(v3),. Similarly for the other five terms in the
components. f,vz and the corresponding five terms give (grad f) X v and the
“other six terms f(v3),, etc. give f curl v.

(d) For twice continuously differentiable f, for which the mixed second derivatives
are equal, this follows from Vf = f,i + f,j + f.k and (1), which gives
curl (VF) = [(f)y — ()i + [(f): — (F)ali + [(F)e — (Fo)y ]k
(e) Write out and compare the twelve terms on either side.
0,0
[—xy +zx— 2% —yz+xy—x% —zx+yz— %
—x—y—zlx—z y—x z-Y]

Solutions to Chapter 8 Review, page 461

14.
18.
20.
22.
26.
28.
30.
32.

34.
36.

38.
40.
42.
4.
46.
48.
50.

—1716 16. [16, —60, —6], 0
{156, 104, —124], [2, —6, 0]

(1/V14) 3, 1, =21, (1/V52) [4, —6, 0]

0, [—46, 106, —16] 24. V72 < V14 + V74
arc cos (—8/V'14-74) = 104.4°, 0 (orthogonal vectors)

p=1I1,2 —7]

asb/b| = 12/V18 = 2V2

m=rXp=[-1,2,0] % [3,8, 0] = —14k. The minus sign indicates that the ten-
dency of rotation is in the clockwise sense.

2/3

v=[-3sint, —2cost, ] = [-3/V2, -V2,3], v = 3V3n,

a=[—3cost 2sint 0]

[2y%(x — 2), 2y(x — 2%, —2%%(x — )], 0

[—2, —4, —2], [2y, 6z, 4x]

2y(3x — 2)

—4xy + 2y + 2xz — yz — 272

0

0,0

0 because this is a scalar triple product corresponding to a determinant with two equal

Tows.
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SECTION 9.1. Line Integrals, page 464

Purpose. To explain line integrals in space and in the plane conceptually and technically

with regard to their evaluation by using the representation of the path of integration.
Main Content, Important Concepts .

Line integral (3), (3"), its evaluation

Its motivation by work done by a force

General properties (8)

Dependence on path (Example 3)

Background Material. Parametric representation of curves (Sec. 8.5); a couple of review

problems may be useful.

Comments on Content

The integral (3) is more practical than (7) (more direct in view of subsequent material),

and work done by a force motivates it sufficiently well.
Independence of path is settled in the next section.

SOLUTIONS TO PROBLEM SET 9.1, page 470

2. 6/5
4. For instance, r = [2 — 2¢, 2£], 0 = t = 1. Answer: —4/15
6. For instance, r = [t, t>2]. Answer: 0
8. F(C) =[2cost—~t, t—2sint, 2sint — 2cos{]. Answer: —8m + 272
10. F(C) = [cosht, sinh (), exp (3)], F(C)*r' =
cosh ¢ + 2¢ sinh (£2) + 3¢2 exp (¢%). Answer: sinh2 + cosh4 + €8 — 2 =~ 3010

12. PROJECT. (a) For t= p we obtain r’ = [—2p sinp%, 2p cos p ]
F(C) = [~cos® p%, cos p?sin p?], so that the integrand is 4p cos® p? sin p>.
Integration gives —(2/3) cos® p?, hence 4/3, in agreement with the result for the
given representation.

®) r' =[1, n" 7', F(C) = [-#2, 1], the integrand is —#% + ns2". By inte-

gration,
1 n

+ .
3 2n + 1

(¢) The limit is —3 + 3 = &. Direct integration from (0,0) to (1,0) and then to (1,1)
gives the same, where the two summands correspond to the horizontal and the

vertical part of the path.

4. ds/dt = Vr'or' =2, f 32 cos® tsinrdr = 8
0

3
16. ds/dt = V2 + 422, f @+ 43 dt = 6 + 36 = 42
0
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. :
18. ds/dt = cosht, f (1 — sinh® #) cosh ¢ dt = sinh 2 — 3sinh®2 =~ —12.276
0

20. ds/dt = V9 sin®t + 4 cos® s, f 6(9sin® ¢ + 4 cos® #) dt = 397
0

SECTION 9.2. Line Integrals Independent of Path, page 471

Purpose. Independence of path is a basic issue on line integrals, and we discuss it here
in full.

Main Content, Important Concepts

Definition of independence of path

Relation to gradient (Theorem 1), potential theory
Integration around closed curves

Work, conservative systems

Relation to exactness of differential forms

Comment on Content

We see that our text pursues three ideas by relating path independence to (i) gradients
(potentials), (ii) closed paths, and (iii) exactness of the form under the integral sign. The
complete proof of the latter needs Stokes’s theorem, so here we leave a small gap to be
easily filled in Sec. 9.9.

SOLUTIONS TO PROBLEM SET 9.2, page 477

2. f = €®cos y. Answer: 1
4. f = sin x cos 2y. Answer: 1/V2 — 1
6. f = 3xy + z22. Answer: 16
8. f = cosxz + siny. Answer: —1
10. PROJECT. (a) 2y* # x2 from (6”).
() r=1[t, bt],0 =t =1, represents the first part of the path. By integration, b/4
+ b%2. On the second part, r = [1,7], b =t = 1. Integration gives 2(1 — 5%)/3.
Equating the derivative of the sum of the two expressions to zero gives b = 1/V/2.
The corresponding maximum value of I is 1/(6V?2) + 2/3 = 0.78452.
(c) Thefirst partisy = x/corr =[t, t/c],0 =t = c. The integral over this por-
tion is ¢3/4 + ¢/2. For the second portionr = [, 1], ¢ =t =1 the integral is
(1 — c®)/3. For ¢ = 1 we get I = 0.75, the same as in (b) for b = 1. This is the
maximum value of  for the present paths through (c, 1) because the derivative
of I with respect to ¢ is positive for 0 = ¢ = 1.

12. Dependent on path

14. Independent of path, f = xyz, abc

16. Dependent on path

18. Dependent on path

20. Independent of path, f = zcoshy — x2, ¢ coshb — a2
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SECTION 9.3. From Calculus: Double Integrals. Optional, page 478

Purpose. We need double integrals (and line integrals) in the next section and review
them here for completeness, suggesting that the student go on to the next section.

Comment

Definition, evaluation, and properties of double integrals

Some standard applications

Change of variables, Jacobians

SOLUTIONS TO PROBLEM SET 9.3, page 484

2.

10.

12.

14.

16.

18.
20.

Integrate over y to get
4
| @+2ar =122,
1]

as before.

. This order of integration is less practical because we have to split the integral into

two parts,
o .3 3 3
f f &%+ yH dydx + f f 2 + y?) dy dx.
-3 " —x 0 x

By integration over y we get from the first part
3

0 5 27 x
f PO+ )+ e =27,
s 3 "3

The other part gives 27, too. Answer: 54.

. After the integration over y we have

/4

J

1
. %(coszx— sin? x) dx = -3 _,_i.

16

. We now have

2 2 2
[ [ sinh (x + y) dydx = [ [cosh @ + x) — cosh 2] dx = } sinh 4 — sinh 2.
0z (1] -
After the integration over x we have

el 1
f —cos®ysinydy = —
| o 3007 16 °
1 1-—22 1-22

ff f dydzdx=%

070 0
2b/3, i3

4 @2 .a 71'/2a3 da
W o fo(rcose)rdrd0=gz— o ?CO§0d0='3—7;
I, = bh®N12, I, = Tb3h/48

I, = B*(3b + a)/12, I, = h(a* — b*)/(48(a — b))
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SECTION 9.4. Green’s Theorem in the Plane, page 485

Purpose. To state, prove, and apply Green’s theorem in the plane, relating line and dou-
ble integrals.

Comment on the Role of Green’s Theorem in the Plane

This theorem is a special case of each of the two “big” integral theorems in this chapter,
Gauss’s and Stokes’s theorems (Secs. 9.7, 9.9), but we need it as the essential tool in th

proof of Stokes’s theorem.

Se

The present theorem must not be confused with Green’s first and second theorems in
c. 9.8.

SOLUTIONS TO PROBLEM SET 9.4, page 490

2.

4

6

o0

10.

12,

14.
16.
18.

20.

4 .
. F = grad x%y3. Answer: 0
T Xl

ff (—cosy —sinx)dydx = —1 — 7+ mcos 1
070

3 3z ’ 3
. f f (—coshx — sinhy)dydx = f (coshx — 2xcoshx — cosh3x)dx
1°x 1

= 2(cosh 3 — cosh 1) + sinh 1 — (14 sinh 3 + sinh 9)

1 x
[ [ 2xsinh 2y dydx = 31 — sinh2 — cosh 2 + 2 sinh 2) = &(1 — £~
0 722

r' = [a(l — cosp), asint],
2
A= _%azf [t = sinf)sint — (1 — cos H?] dt = 3ma®.
0]

Here, the minus sign was needed because the sense of integration was such that the
region was to the right of the curve.

e+ 2¢—3~983
V2w = 0. Answer: 0
V2w = 20(x%y + xy®) = 20xy(x% + y?) = 20r* cos 6 sin 6, so that we obtain

J4‘11'/2 1

. ) 20 /2 ) 5
f20r cos fsin O rdrdf = ——f . cos fsin 0d6 = — .
o “o 6 Jo 3.

PROJECT. We obtain divF in (11) if we take F = [Fs, —F;]. Taking
n= [y', ——x'] as in Example 4, we get from (1) the right side in (11),
d d.
Fon)ds = [F, 2+ F, ) ds = Fydy + Py dx.
ds ds

Formula (12) follows from the explanation of (1').
Furthermore, divF = 7 — 3 = 4 times the area of the disk of radius 2 gives 167.
For the line integral in (11) we need

2 a 2 si g r’ fin S 7 n={[y g
r=|2cos—,2sin—|, = | —=sin—,cos — |, = [y, —x'l.
: 2 2 2% Vo
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This gives
4 s s
Fends = (Txy’ + 3yx')ds = 14 cos® — — 6sin® — | ds = 16
ﬂ n ds fﬁc( Xy yx') ds _[) ( cos” sin 2) 4 777
In (12) we have curl F = 0 and

s s '
Fer = _14coszsin5'— 6cos%sin% = —10sin s,

which gives zero ‘upon integration from O to 4.

SECTION 9.5. Surfaces for Surface Integrals, page 491

Purpose. The section heading indicates that we are dealing with a tool in surface inte-
grals, and we concentrate our discussion accordingly.

Main Content, Important Concepts

Parametric surface representation (2) (see also Fig. 221)

Surface normal vector N, unit surface normal vector n

Short Courses. Discuss (2) and (4) and a simple example.

Comments on Text and Problems

The student should realize and understand that the present parametric representations are
the two-dimensional analog of parametric curve representations.

Problems 1-10 concern some standard surfaces of interest in applications. We shall
need only a few of these surfaces, but these problems should help students grasp the idea
of a parametric representation and see the relation to representations (1). Moreover, it may
be good to collect surfaces of practical interest in one place for possible reference.

SOLUTIONS TO PROBLEM SET 9.5, page 495

2. uk; note that this normal vector becomes the zero vector at the origin, where (4) is
violated.
4. z = x* + y?, circles, parabolas, [—2u% cosv, —2u®sinv, u]
6. x%a? + y%b% + 2%/c? = 1, ellipses,
[bc cos® v cos u, ac cos? v sin u, ab cos v sin v}
8. x%a? + y*Ib® — 7%/c® + 1 = 0, ellipses, hyperbolas,
[-bcsinh®ucosv,  —acsinh®usinv,  ab cosh u sinh u]

10. z = arc tan (y/x), helices, horizontal straight lines, [sinv, —cosv, u]
12. [y, v, ul, [—1, 0, 1]

14. [2cosu, 3sinu,v], [3cosu, 2sinu, O]

16. [2cosvcosu, 1+ 2cosvsinu, —2 + 2sinv],

[4 cos ucos?v, 4sinucos®v, 4sinv cosuv]

18. [2ucosv, wusinv, 2ul,[—2ucosv, —dusinv, 2u]

20. At the origin, in Prob. 3 because of the apex of the cone, in the other problems be-
cause of the representation. .
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22.

24,
26.
28.
30.

Because r,, and r, are tangent to the coordinate curves v = const and x = const, re-

spectively.

(16x* + y? + 812712 [4x, y, 97]

(1 + 25x% + 25y V2 [5y, 5%, —1]

(xZ + y2 + Z2)—-1/2 [x, -y, Z]

PROJECT. (a) r,(P) and r,(P) span T(P). r* varies over T(P). The vanishing of

the scalar triple product implies that r* — r(P) lies in the tangent plane T(P).

(b) Geometrically, the vanishing of the dot product means that r* — r(P) must be
perpendicular to Vg, which is a normal vector of $ at P. _

(¢) Geometrically, f,.(P) and fy(P) span T(P), so that for any choice of x*, y* the
point (x*, y*, z*) lies in T(P). Also, x* = x, y* = y gives z* = z, so that T(P)
passes through P, as it should.

SECTION 9.6. Surface Integrals, page 496

Purpose. We define and discuss surface integrals with and without taking into account
surface orientations. :

Main Content
Surface integrals (3) = (4) = (6)

Change of orientation (Theorem 1)

Integrals (7) without regard to orientation; also (11)

Comments on Content

The right side of (3) shows that we need only N but not the corresponding unit vector n.
An orientation results automatically from the choice of a surface representation, which
determines r,, and r, and thus N.
The existence of nonorientable surfaces is interesting, but is not needed in our further
work.

SOLUTIONS TO PROBLEM SET 9.6, page 503

2.

r=[u v, 1-u-v,0=u=1-v,0=v=1Fn =2 ¢ 1],
N =11, 1, 1] (which is obvious without calculation), F(r) N = u2 + &’ + 1.
Answer: e — 17/12 =~ 1.30

. F(r) = [sinh (cosvsinv), 0, cos*v], N = [0, —cosv, ~—sin v], F@r)*N =

—cos* v sin v. Answer: —16/5
1

. r=[cosu, 3sinu, v],F@)=[isiny, cos®u, v*,N=[4cosu, sinu, 0],

F(r)*N = cos® usinu + Tlg cosusin®u,0=u= 72,0 = v = h. Answer: 17h/64

- N =[coshu, —sinhu, O], F(r)*N = 2 cosh? u sinh u. Answer: 4 cosh®2 —. 4
10.

F(r) = [uPcos’v, w?sin®v, 92, N = [3sinv, —3cos v, u], Fr)*N =
9uv® + 3u®(cos® v sin v — cos v sin® v). The integral of 9uv? is 1273, The integral
of the other term is zero. Answer: 1273
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12,

14.

16. N

20. I

22.
24,

26.

x=wuy=v, G=cosu+sinv, [N =V3 and
1 1—u
ff (cosu+s1nv)dvdu—2—cosl—s1n1

Answer: (2 — cos 1 — sin 1)\/—.
N=[5cosu, Ssinu, O] |N|=35,GI)N|=5":625(cos*u + sin ). Integration
over u gives 187507/8. Integration over v then gives-the answer 937.57 =~ 2945.

= [—-2ucosv, —2usinv, ul,|N|=uV5, G@N| = V5u® — 4u®). Answer:
—5\/" 5m/3

—ff[ (x—y)2+z]UdA

hw(1 + K3/6)
Proof for a lamina S of dens1ty o. Choose coordinates so that A is the z-axis and B
is the line x = k in the xz-plane. Then

Ig = f f[(x - k2 + y?odA = f f[x2 — 2kx + k® + y?|lodA

_ff(x +y2)adA—2kffxadA+k2ffadA

=1, — 2k-0 + kM,

the second integral being zero because it is the first moment of the mass about an
axis through the center of gravity.
For a mass distributed in a region in space the idea of proof is the same.

TEAM PROJECT. (a) Use dr = r, du + r, dv. This gives (13) and (14) because
dredr =r, v, du® + 2r,°r,dudv + r,er, dv2

(b) E, F, G appear if you express everything in terms of dot products. In the nu-
merator, - :

= (rug' + r,h) e (t,p'+ r,q") = Eg'p’'+ F(g'q’ + h'p) + G'q'
q
and similarly in the denominator.
(c) This follows by Lagrange’s identity (Problem Set 8.3),
Irw X B = (0, X 1) 0 (ry, X 1) = (0,01 )(x,°r,) — (ry° 1)
= EG — F?
(d) r=[ucosv, usinvl r, =[cosv, sinv],r,*r, =cos®v + sin?v = 1, etc.

(e) By straightforward calculation E = (a + b cos v)?, F = 0 (the coordinate curves
on the torus are orthogonal!), and G = b2. Hence, as expected,

VEG — F2? = b(a + bcosv).

SECTION 9.7. Triple Integrals. Divergence Theorem of Gauss, page 505

Purpose, Content

Proof and application of the first “big” integral theorem in this chapter, Gauss’s theorem,
preceded by a short discussion of triple integrals (probably known to most students from
calculus). .
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Comment on Proof
The proof is simple:

1. Cut (2) into three components. Take the third, (6).

) 0F 3 .
2. On the left, integrate f f f 5 dz dx dy over z to get
z .

) f f [Fs(upper surface) — Fa(lower surface)] dx dy
integrated over the projection R of the region in the xy-plane (Fig. 231).

3. Show that the right side of (6) equals (9). Since the third component of n is cos y,
the right side is

[[Fscos yaa = [[Fyaxay

= f f Fy(upper) dx dy — f f Fy(lower) dx dy,

where minus comes from cos y < 0 in Fig. 231, lower surface. This is the proof.
Everything else is (necessary) accessory.

SOLUTIONS TO PROBLEM SET 9.7, page 509

2. Integration over x, y, z gives successively —e™17% + ¢7¥7Z _ppm1-z 4 e %,
2073 — 72— 271 4 1,
4. In polar coordinates, o = r%/3. The integral is

j3 fzwf3%r5drd9dz = 4867 ~ 1527.
—-3°0 0

6. We may integrate in the order 0 < z < x, 0 = y=1-—2x%0=x=1. This gives
2x?, then 2x*(1 — x?), and finally the answer 4/15.
8. abc(b® + c?)/12 10. h%10 12. 8ma%/15
14. divF = ¢ + ¥ + ¢ Integration over x gives 2sinh 1 + 2e¥ + 2¢° Integration
over y then gives 4sinh 1 + 4sinh 1 + 4¢°. Integration over z gives the answer
24 sinh 1.
16. divF = —sinz. Integration over z gives cos 2 — 1. Multiplication by the cross-
sectional area 97 gives the answer 9m(cos 2 — 1) ~ —40.04.
18. divF = 4x + y + 7rsin oz Integration over z from 0 to 1 — x — y gives
1+ —-x—y)@dx+y) —cos[m(l —x — ¥)]. Then integration over y from 0 to
1 — x gives
7 1 7, 11

1
— 4+ —x— x4+ —x% - =i - x)].
‘ 2x 2x 6 x 77_sm [7(1 — x)]

Integration over x from 0 to 1 now gives the answer 17/24 — 2/zr2.

SECTION 9.8. Further Applications of the Divergence Theorem, page 510

Purpose. To represent the divergence free of coordinates (Example 1), to show that
it measures the source intensity (Example 2), to use Gauss’s theorem for deriving the
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heat equation governing heat flow in a reglon and to obtain basic properties of harmonic
functions.

Main Content, Important Concepts
Divergence as the limit of a surface integral; see (3)
Total flow (4) out of a region
Heat equation (7) (to be discussed further in Chap. 11)
Properties of harmonic functions (Theorems 1-3)
Green’s formulas (10), (11)

Short Courses. This section can be omitted.

Comments on (3)

Equation (3) is sometimes used as a definition of the divergence, giving independence of
the choice of coordinates immediately. Also, Gauss’s theorem follows more readily, but
since its proof is simple (see Sec. 9.7. in this Manual), that savings is marginal. Also, it
seems that to the student our Example 2 in Sec. 8.10 motivates the divergence at least as
well (and without integrals) as (3) does for a beginner.

SOLUTIONS TO PROBLEM SET 9.8, page 514
2.t = [2cosf, 2sinf] = N, m = [cos 6, sinf], f = 4cos>6 — 4sin0,
dffon = Vfen = 4 cos® § — 4sin® @ = 4 cos 20 gives the integral zero. The inte-
grals over the disks (z = 0 and z = 1) are zero, too, since Vf has no component in
z-direction (the normal direction of those disks).

4. divF = 10. Answer: 10 times the volume 7r2h/3 of a cone of base radius r and
height A, thus 90

6. divF = 10 + 3z2 Hence
[ o0 s senis= [ [ s -

—1"z/2
f E +£x4 dx—-ﬁ
_14x 64 3

8. divF =x + y. (a) In polar coordinates (cylindrical coordinates)

fff (rcos0+rsm0)rdrd0dz_f_z 11258.

(b) In Cartesian coordinates,

Vz—x2 4 Vz

ff f u+w®aa=£[a

128
— 0+ = 3/2 el
[o+3em) a2
10. r = @, cos ¢ = 1; V = L a(4ma?
12. TEAM PROJECT. (a) Put f = g in (10).

(b) Use (a)..
(c) Use (11).

( z— x2 +~1—(z—x))dxdz
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(d) = = f — g is harmonic and d4/3n = 0 on S. Thus & = const in T by (b).
(e) Use div grad f = VZf.

SECTION 9.9. Stokes’s Theorem, page 515

Purpose. To prove, explain, and apply Stokes’s theorem, relating line and surface inte-
grals.

Main Content
Formula (2) = (3)
Further interpretation of the curl (see also Sec. 8.11)
Path independence of line integrals (leftover from Sec. 9.2)

Comment on Orientation

Since-the choice of right-handed or left-handed coordinates is essential to the curl (Sec.
8.11), surface orientation becomes essential here (Fig. 232).

Comment on Proof
The proof is simple:
1. Cut (3) into components. Take the first, (4).
2. Cast the left side of (4) by using Ny, Nj into the form (®).

3. Transform the right side of (4) by Green’s theorem into a double integral and show

equality with the integral obtained on the left.

SOLUTIONS TO PROBLEM SET 9.9, page 520
2. curl F = (—2x — 2y)k,

2 V4—y2 2 32
' —2x — ) dxdy = | —4yV4 —y2ay = -2
fof_w__yz( x — 2y)dxdy fo y ydy 3

Line integral: Over the x-axis from —2 to 2 we obtain

2 16
_2d = —
f_z x“ ax 3

and over the semicircler =[2cos#, 2sint, 0], thusr’ = [—2 sin t, 2cost, 0],
we obtain

i "F@)or di = [ [ cos? n(~2 sin 1) — (4 sin® (2 cos ] dt
0 0

T m

- 8
=§C083t

_ 16

8
— —sin®¢ )
o 3

o 3

The verifications in Probs. 1-6 are supposed to familiarize the student more thor-
oughly with the nature and significance of Stokes’s theorem.
4. curl F = —cos 2zj, S:r = [cosu, sinu, v],N = [cosu, sinu, 0]; thus
4
f f —cos2vsinududv = —1.
o 7o
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Line integral: The two circular arcs contribute nothing, as can be seen from F, whose
first two components are zero. From (—1, 0, 0) straight up to (—1, 0, #/4) we get

/4
f —1-cos2zdz = —3.
0

Similarly, —% is obtained for the 'straight-line segment from (1, 0, #/4) to (1, 0, 0).

>6. cullF = [—2z, —2x, —2y], S: r = [cosvcosu, cosvsinu, 1 + sinv],

Osu=m —7w2=v=0N=[cos?v,cosu, cos>vsinu, cosuv sinv]

0 ar
f f (—cos3 v sin 2u — 2 cos u cos® v (1 + sin v) — cos v sin u sin 2v) du dv
—7m/270

0
‘ =f —4cos®vsinvdv = §.
—nf2
Verification: The line integral over the horizontal semicircle equals *+4/3, as in Prob.
5. Over the vertical semicircle it is zero because r = [t, 0, VI1- tz],
r =1, 0, —#V1~ tz]; on the semicircle, F = [0, 1 — 2, 2], so that the
integrand is 13/V'1 — ¢2, and the integral is zero, as claimed.
8. curl F = (1 — 4y)k, N = k. Hence, writing X = Va2 — x2%, we have
a X a
[ | a-4payar=] 2xdx=2s%arcsin1 = ma?
—a” =X —a
10. curlF = [1,0, -1, N =[-1,0, 1], (curl F)*n = -V, Multiplication by the area
97V2 gives the answer —18r.
12, curl F = 0. Answer: 0
14.‘ r = [cos 8, sin6, O] Hence

Fer' =[—sin @, cosf, O]+*[—sinf, cosd, O] = 1. Answer: 2.

SOLUTIONS TO CHAPTER 9 REVIEW, page 521
16. —325/3 by exactness from f = (x®* — 2y%/3, or by integration from
r=[4-7 2+3,r" =[-7, 3l
325

1
f (@ = TP (=T) = 22 + 302 Hdr = ===
0

18. Notexact, C:r = [x, 2x2, x],r' =[1, 4x, 11. Fr) = [2x%, x, 0]. Hence
101

2
f @2x® + 4x®) dx = —.
1 6

20. Not exact. By Green’s‘theorem in the plane, using polar coordinates, we obtain

J_271' 2

f 3r2rdrdf = 24 Answer: X244
o “o .

22. crlF =[-1, —1, 5, N=%[-1, 0, 1], (curlF)*n = +6/V/2. The area of
the ellipse is 7 - 2 - 2V2. Answer: *247 =~ 75.4

. 24. Exact,e — e”! = 2sinh 1 from f = €** + cosh 2y
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26.

28.
30.

32.

34.

36.
38.

40.

42. N =

By Green’s theorem in the plane,

2 .2 X ' 2
f f (2ye",— —) dydx = f 4e” —xIn2 — % dx
071 y 0

=3¢2-21n2 - 3.
Answer: £(3¢® — 2In2 — 3).
Not exact, 3 sinh 3 + £~ 10.59
Not exact, r' = [~sint, cost, 3], Fr) = [cos®s, sin®z sin®fcos ],
F(r)er' = —cos®¢sint + 4 sin? £ cos ¢. Answer 1 :
1

4 _ 7

M=f_1f12fdydx=2—1, x =0, y= f fx 2dydx = 9

1 4a
— 2 T — T o=
M = ma®/2, x—.()(synnnetry), y = Mfoforsmerdrdﬂ— Py

w2 .a
M=[ [ Pards = m¥s, %= (UMG5=8aism,  § = 8alSm
0 [1]

r=1[v, 2cosu, 2sinu], F(r) = [sinv, 2sinu, 2cos U],
N=1[0, 2cosu, 2sinu], F@)*N = 8 cos u sin u. Answer: 4
divF = 3(x? + y2 + z%). Hence in Cartesian coordinates,

VISR Niwp 284
f f f 3% + y2 + 2 dzdydx = —— .
4—x2 yz 5
In spherical coordinates, with dx dy dz = r?sin ¢ dr d¢ d6,
2 e 3 3841

f ff3r2r drsm¢d¢d0——5-—.

2, -1, 0L F(@)=[e* 0, veY] F(r)*N = 2¢® Answer: 6 sinh 2

. divF = 2z, f:sz:fzrdrdde = 167
0




PART C. FOURIER ANALYSIS AND PARTIAL

DIFFERENTIAL EQUATIONS

CHAPTER 10 Fourier Series, Integrals, and Transforms

148

Change

The presentation was streamlined by moving half-range expansions into the section on
even and odd functions.

SECTION 10.1. Periodic Functions. Trigonometric Series, page 527

Purpose. To show what a Fourier series will look like; in Problem Set 10.1, to give a
first impression of what kind of functions will occur in this chapter.

Basic Concepts
Periodic function
Trigonometric system

Trigonometric series

Comment on Footnote 1 _
Fourier series were used in special problems much earlier by Daniel Bernoulli (1700—
1782) in 1748 (vibrating string, Sec. 11.3) and Euler (Sec. 2.6) in 1754 (Euler formulas,
Sec. 10.2). Fourier’s book of 1822 became the source of many mathematical methods in
classical mathematical physics. Furthermore, the surprising fact that Fourier series, whose
terms are continuous functions, may represent discontinuous functions led to a reflection
on, and generalization of, the concept of a function in general. Hence the book is a land-
mark in both pure and applied mathematics. [That surprising fact also led to a controversy
between Euler and D. Bernoulli over the question of whether the two types of solution of
the vibrating string problem (Secs. 11.3 and 11.4) are identical; for details, see E. T. Bell,
The Development of Mathematics, New York: McGraw-Hill, 1940, p. 482.] A mathe-
matical theory of Fourier series was started by Peter Gustav Lejeune Dirichlet (1805—
1859) of Berlin in 1829. The concept of the Riemann integral also resulted from work on
Fourier series. Later on, these series became the model case in the theory of orthogonal
functions (Sec. 4.7). An English translation of Fourier’s book was published by Dover
Publications in 1955.

SOLUTIONS TO PROBLEM SET 10.1, page 528

2. 2m/n, 2w, k k, k/n, k/n

4. True when n = 1. Induction hypothesis f(x + np) = f(x). Now set x + np = z. Then
f&+ @+ Dp) = fz + p) = f@) = fO).

6. f(x + p) = f(x) implies f(ax + p) = flalx + (pla)]) = flax) or glx + (pla)] =
g(x), where g(x) = f(ax). Thus g(x) has period p/a. This proves the first statement,
and the other statement follows by setting a = 1/b.

8. A common source of errors here and throughout this chapter results from the fact
that the student often does not pay attention to the interval on which the function is
given, notably whether itis —w =x=7mor0 = x = 2w
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Note that the first of these is preferable because it shows more immediately whether
a function is odd or even (or neither).

20. CAS PROJECT. This “experimental approach” to trigonometric and Fourier series
should help the student obtain a feeling for the kind of series to expect in practice,
and for the kind and quality of convergence, depending on continuity properties of
the sum of the series. '

Convergence is best for the first of the three series because its sum x? is continu-
ous-—note that the coefficients are proportional to 1/n2, whereas for the other two se-
ries they are only proportional to 1/n. The second series has the square wave in Prob.
15 as its sum. The third series has the sum f(x) = x. Hopefully it will puzzle the stu-
dent by its poor convergence behavior (and the Gibbs phenomenon) near the discon-
tinuity points at x = =, where it converges to the mean of the left-hand and right-
hand limits, which is typical (see Sec. 10.2).

SECTION 10.2. Fourier Series, page 529

Purpose. To derive the Euler formulas (6) for the coefficients of a Fourier series ) of
a given function of period 27, using the key property of the orthogonality of the
trigonometric system.

Main Content, Important Concepts

Euler formulas (6) for Fourier coefficients (period 2)
Orthogonality of the trigonometric system

Convergence and sum of a Fourier series (Theorem 1)

Comment on Notation

If we write ay/2 instead of g, in (1), we must do the same in (6a) and see that (6a) then
becomes (6b) with n = 0. This is merely a small notational convenience (but may be a
source of confusion to poorer students).

Comment on Fourier Series

Whereas their theory is quite involved, practical applications are simple, once the student
has become used to evaluating integrals in (6) that depend on 7.

Figure 238 should help students understand why and how a series of continuous terms
can have a discontinuous sum.

SOLUTIONS TO PROBLEM SET 10.2, page 536

1 1 1 1
2. -+ — - = +— — 4
7 - (cosx 3 cos 3x 5 cos Sx )

1 (. 2 1 . I 2 .
+ —{sinx + —sin2x + —sin3x + —sinS5x + —sin6x + - - -}
T 2 3 5 6

2 1 1 2 (. 1 .
4 ——|cosx ~ —cos3x+ —cos5x — +---) + = |sin2x + —sin6x + - - -
T 3 5 T 3

‘ 1 1
6. 77'—2(sinx+—2-sin2x+§s'1n3x+~--)
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10.

12,

14.

16.
18.

472 1 1
—— +4lcosx+ —cos2x + —cos3x +---
3 4 9

1 1
—4w(sinx+5sin2x+ Esin3x+ )

T 4 1 1
?—?(cosx+§cos3x+gcos5x+---
+2(sinx—lsm2x+lsin3x—lsin4x+—---)
2 3 4
1 1 1 1
—Z—;(cosx——gcos3x+gcos5x—+---
—i(sinx+3sin2x'+lsin3x+lsin5x+3sin6x+-.-)
T 2 3. 5 6
4 (. 1 | 1
-7—T(s1nx—§s1n3x+gsm5x—+---)
2 4 4 2 4
—6——;cosx—?cos2x+?—wcos3x+ﬁcos4x——5—3;cos5x+---

The student should be encouraged to choose any other integrals of products of cosines
and sines. The point is to realize the importance of the interval in connection with
orthogonality. The integral suggested in the problem has the value sina — 2 sin 7a.
The figure suggests orthogonality for a = m, as expected.

-1

Section 10.2. Integral in Problem 18

SECTION 10.3. Functions of Any Period p = 2L, page 537

Purpose. Transition from period 27 to period 2L (a notation practical later), simply by a
linear transformation on the x-axis, giving the Fourier series (1) with coefficients (2).

SOLUTIONS TO PROBLEM SET 10.3, page 540
2. —1 times the answer to Prob. 1

37x 1 S5mx )

8 1
4.1——2—(cosﬂ+—cos—+— §—— + - -
T

2 9 2 2597

4

2 4 1 1
6. —+ —5 |cosmx — —cos2mx + —cos3mx — + - -
3 07 9
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1. 2 1 1
8. 7 +— (cos27rx+ —9—cos677x+ ~=cos 107x + - - )

T 25
10 4 + l 3mx + ! Sox +
-~ g |cos mx 5 cos 3mx 55 COs 57x
2 (. 1
+ —{sin7x + —sin37x + - - -
Tr 3
6\ . 1 6 . 1 6 .
12. 1—? sin x — ’2——23—772 sin 27x + —3——@ sin3m7x — + - - -
v .
14. b, = 0, gy = —2,
T
1/200
4 =100 | Vycos 100mt cos 100nmt dr
~1/200
1/200 1/200
= 50V, f cos 100(n + 1)art dt + 50V, f ~cos 100(n — 1)mrt dt,
—1/200 ~1/200 '
Ve V,
=24 29 os 1007t
T 2

T
16. In Prob. 7, Sec. 10.2, write ¢ for x and

;2o (1 2007t — 1 4007t + ! 600 +
I‘SCOS . 3.5008 . 5.7COS Tt

~ 2 1
f(t)=t2=%—4(cost—zcos2t+—---).

Now set t = 77x to get f(z) = %x2, which shows that the series should be multiplied
by 3/7? to get that of

2 12 1
f&x)=3x"=1~—5lcosmx — —cos2mx + — - -} .
T 4

20. CAS PROJECT. The figure shows so0(x).

1

o

Section 10.3. Gibbs phenomenon in CAS Project 20

SECTION 10.4. Even and Odd Functions. Half-Range Expansions,
page 541

Purpose. 1. To show that a Fourier series of an even function (an odd function) has '
only cosine terms (only sine terms), so that unnecessary work (and sources of errors!)
is avoided.
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2. To represent a function f(x) by a Fourier cosine series or by a Fourier sine series (of
period 2L) if f(x) is given on an interval 0 = x = L only, which is half the interval of

periodicity—hence the name “half-range.”

Comment

Such half-range expansions occur in vibrational problems, heat problems, etc., as will be

shown in Chap. 11.

SOLUTIONS TO PROBLEM SET 10.4, page 546

2. Even: |x|, ¢*°, sin® x, x sin x, e~ Odd: x cos x.

4. Neither even nor odd. The problem shows that the student must always pay careful
attention to the interval on which the function is given because for different func-
tions, different intervals are practical.

6. Even 8. Neither even nor odd

10. PROJECT. (a) Sums and products of even functions are even. Sums of odd func-
tions are odd. Products of odd functions are odd (even) if the number of their factors
is odd (even). Products of an even times and odd function are odd. This is important
in connection with the integrands in the Euler formulas for the Fourier coefficients.
Absolute values of odd functions are even. f(x) + f(—x) is even, f(x) — f(—x) is
odd.

X 1 1 X
(b) e** = cosh kx + sinh kx, = 5 + 5 ; furthermore,
1—x 1—x 1—x
sin (x + k) = sink cos x + cos k sin x,
cosh(x + k) = cosh k cosh x + ‘sinh k sinh x.
() f(—x) = —f(x) and f(—x) = f(x) together imply f = 0.
(d) cos®x is even, sin®x is odd. The Fourier series are the familiar identities
cos® x = £ cos x + § cos 3x and sin® x = 3 sin x — % sin 3x.
12 8 + ! 3x + -1— 5x +
i cos x 9cos X 25005 X
4 1 1 . 1.
14, —— {cosx + —cos3x + =——cos5x +---) +2|sinx + —sin3x+ -
ar 9 25 3
1 1. 1,
16. 36 Fsmx - ?sm2x + ;,—s1n3x - +---
18. Set x = rto get
USSP CRNE S S T
2 6 4 9 16 '

The result was first obtained by Euler.

20. The even periodic extension has the Fourier series f(x) = 1. For the odd half-range

expansion we obtain

4 1 1
—(sinw—x+—sm—u+—sinm+---) .
T L 3 L 5 L
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22, The cosine series is

L2 412 amx 1 27x 1 3mx 1 d7rx
—5——? COST—ZCOS—L—*J-ECOS_L——T&COS‘L—'F -]

Its Fourier coefficients are proportional to 1/n2, reflecting the fact that its sum is con-
tinuous. The sine series is

2_142 l—i sinﬂ-x—lsinzwx+ l__4_ " 37x

T ar’ L 2 L 3 332 nL_
g dm
4 L ’

Its coefficients are only proportional to 1/n, reflecting the fact that its sum is discon-
tinuous.

24. The cosine series is
L3 6L [[4 7x 1 27x 4 1 3mx
Yt =l 1)cos—+ Zcos = + [—+ - — —t ]
4 = [( 7’ ) L 277 3152~ 32| 7
Its sum is continuous. Its coefficients g0 to zero faster than those of the sine series

203 [ 72 6 sin X 2 6 i 2mTx +
— | |— - = — —|— — =) sin—=
s 1 13 L 2 23 L

whose sum is discontinuous.

SECTION 10.5. Complex Fourier Series. Optional, page 547

Purpose. To show that the formula for e*° or direct derivation leads to the complex Fourier
series in which complex exponential functions (instead of cosine and sine) appear. This
is interesting, but will not be needed in our further work, so that we can leave it optional.

Short Courses. Sections 10.5-10.11 can be omitted.

SOLUTIONS TO PROBLEM SET 10.5, page 549

2% & 1 L 1 i o 1 .
2, —— @Cn+1)ix 4, — — — - @n+1)ix
7rn=2_°°2n+le 2 wn=2_w2n+1“’
7.‘.2 =) (_1)‘n ine
6. = +2 > = 8. See Prob. 6, Sec. 10.2.
s

10. PROJECT. When nn = m, the integrand of the integral on the right is e® = 1, so that
the integral equals 277. This gives

@) [ fe i ax = 2,
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provided the other integrals are zero, which is true by (5),

ez('n—m)a: dx = (ez(n——m)w

—'i(’n—‘m)'rr)
o iln — m)

i 4

= ——2isin(n — m)m = 0.

- in—m)

Now writing » for m in (A) gives the coefficient formula in (8).

SECTION 10.6. Forced Oscillations, page 550

Purpose. To show that mechanical or electrical systems with periodic but nonsinusoidal
input may respond predominantly to one of the infinitely many terms in the Fourier se-
ries of the input, giving an unexpected output; see Fig. 252, where the output frequency
is essentially five times that of the input.

Short Courses. Sections 10.5-10.11 can be omitted.

SOLUTIONS TO PROBLEM SET 10.6, page 552

2.

4.
6.

10.
12.-

.y = C;cos wt + Cy,8in wt +

r'(t) is given by the sine series in Example 1, Sec. 10.2, with k = —1. The new C,
is n times the old, so that Cj is so.large that the output is practically a cosine vibra-
tion having five times the input frequency. Replacement of the right side by its inte-
gral (with #(0) = 0) also produces an increase of Cs.

. 1 1
y = Cycos wt + Cy sin ot + ﬂcosat + mcosﬁt

‘y = (; cos wt + C, sin wt + By sint + By sin 3¢ + Bg sin 5¢, where

© | 0.5 | 09 | 11 I 2.0 | 29 l 3.1 | 40 |4.9 |5.1 | 60 | 80

By = Uw® - 1) —-133 |-53 4.8 0.33 0.13 012 | 007 0.04 10.04 (0.03 |0.02
By = 1/9(w® — 9) [—0.013 | -0.014 | —0.014 |—0.02 [—0.19 0.18 0.02 0.01 | 0.01 | 0.004 | 0.002
B = 1/25(w® — 25) | —0.002 | —0.002 | —0.002 [ —0.002 | —0.002 | —0.003 | —0.004 |—0.04 | 0.04 | 0.004 | 0.001

w/27r is the frequency of the free vibration. If w comes close to 1, 3, or 5 in one of
the terms of the input r(f), then the output corresponding to that term becomes com-
paratively large in amplitude, B; if w is near 1, next B; if w is near 3, and finally B;
if w is near 5. The effect would even be stronger had we chosen all coefficients on
the right equal to 1, instead of 1/s® as in the partial sum of a Fourier series.

1
+ 2
2% 13 — 4)

_—— 4t 4+ — .
35 — 16)
The situation is the same as that in Fig. 57 in Sec. 2.11.

y =Aycost+ Bysint + Azcos 3t + Bysin3t + - - -
where A, = —ncb,/D, B, = (1 — n®b,/D, D= (1 — n??+ n’?2,
b1=1,b2=0,b3= _%,b4=0,b5=2_15,"‘.
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4. 1= 2 (A,, cos nt + B, sin nt),
n=1
_ 80(10 — n?) _
wn®D, " naD, _
A4n=0,B,=0 (neven), D, = (10 — n%2 + 100 n% hence
I = 1.266 cos ¢t + 1.406 sin ¢ + 0.003 cos 3¢ + 0.094 sin 3¢
— 0.006 cos 5¢ + 0.019 sin 5¢ — 0.003 cos 7¢ + 0.006 sin 7t
— 0.002 cos 9 + 0.002 sin 9¢ — 0.001 cos 11z + 0.001 sin 117 + - - -

A, (n odd),

SECTION 10.7. Approximation by Trigonometric Polynomials, page 553

Purpose. We show how to find “best” approximations of a given function by trigono-
metric polynomials of a given degree N.

Important Concepts
Trigonometric polynomial
Square error
Parseval’s identity

“Short Courses. Sections 10.5-10.11 can be omitted.

Comment on Quality of Approximation

This quality can be measured in many ways. Particularly important are (i) the absolute
value of the maximum deviation over a given interval, and (ii) the mean square error con-
sidered here. See Ref. [9] in Appendix 1.

SOLUTIONS TO PROBLEM SET 10.7, page 556

4 1 1 1
2. g - ; (cosx+ Ecos3x+ EcosSx + o+ ;V—zcosNI) if N is odd;

for even N, the last term is —(4/7(N — 1)2) cos (N — 1)x.

E*=£Tj—ls—4—2(l+—1—+—l—+---)'0075 0.075, 0.012, 0.012, 0.0037
3 > - 32T ; 0.075, 0.075, 0.012, 0.012, 0. .
4 F=ﬁ—4(cosx~~1—cos2x+lcos3x-— ---+ﬂcosNx)‘
) 3 4 9 N2 ’

E* =~ 4,14, 1.00, 0.38, 0.18, 0.10

64 i 1'3+1'5 +
- sin x 9s1nx 25smx ,

-~ 16 1 1
Ef = — —— 1+ g+ -+ ];0075 0075, 0012, 0.012, 0.0037
6 (o 3 5
L. 1. L (=pN*t
8. T sinx - Fsm2x + §sm3x -+t T‘sme.

The integral is 3020/945 = 3.196; E* = 0.054, 0.0054, 0.0011, 0.00032, 0.00012.
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10. CAS PROJECT. (a) In part because of the Gibbs phenomenon (see Problem Set

10.3).
(b) For the continuous function (Prob. 4), E* equals (rounded)

4.14, 1.00, 0.38, 0.18, 0.10, 0.060, 0.039, 0.027, 0.019, 0.014, 0.011, 0.0086,
0.0068, 0.0055, 0.0045, 0.0037, - - -

For the discontinuous function (Example 1 in the text), E* equals
8.10, 4.96, 3.57, 2.78, 2.28, 1.93, 1.67, 1.48, 1.32, 1.20,- - -

It is typical that in the discontinuous case, the Fourier coefficients are only pro-
portional to 1/n, whereas in continuous cases they are proportional to 1/n? or 1/n?,
etc.

In Prob. 5 the initial error E* is very large (863), and E* decreases very slowly,
it is still 1.53 for 800 terms and 0.408 for 3000 terms.

12421+1+1+ ——LZbP al’s identi
> 25 =~ * 2@ by Parsev s identity

14. The Fourier series is cos® x = 1 + 4 cos 2x and (8) gives
1

1 1
-4+ —=— 4 x dx.
3 1 - J_wcos xdx

SECTION 10.8. Fourier Integrals, page 557

Purpose. Beginning in this section, we show how ideas from Fourier series can be ex-
tended to nonperiodic functions defined on the real line, leading to integrals instead of
series.

Main Content, Important Concepts
Fourier integral (5)
Existence Theorem 1
Fourier cosine integral, Fourier sine integral, (10)-(13)
Application to integration
Short Courses. Sections 10.5-10.11 can be omitted.

SOLUTIONS TO PROBLEM SET 10.8, page 563
2. The result suggests to consider f(x) = —727— if0<x<1and f(x) = 0if x> 1.

sin
From (10) we obtain A(w) = Tw and by inserting this into (11) the result follows.

1
4. A(w) = T2 cos —

2
6. Taking f(x) = me "cosx (x > 0), we obtain from (12)
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10.

12.

14.

16.

18.

20.

oo

B = 2f e~ cos v sin wu dv
0

=f e sin(w + v dv +f e”Vsin (w — v dv.
o 0

Here we used (11) in Appendix A3.1. Integration by parts yields

w+1 w—1 2w

— Y

Tl WA T+l Wi d

From this and (13) the result follows.

2 cOS xw
.—f 1——- sinw + —cos w dw
w w

. COS XW
— (s1n aw — aw cos aw) dw
2 + w2
— T =3 Tz Cosxwdw
o 4+ 5w +w
a 2
Bw) = — f vsinwu dv = 3 (sinaw — aw cos aw), so that the answer is
T 0 ™
2 (sinaw — awcosaw -
— 5 . sin xw dw.
w
2 ("aw—sinmw
— %2 sin xw dw
™
“w— e (wcosw + sinw)
— sin xw dw
1+ w?

PROJECT. (a) Formula (al): Setting wa = D, we have from (11)
(=] o0 d

flax) = f A(w) cos axw dw = f A(—E) COSs xp a .
0 a a

If we again write w instead of P, we obtain (al).
Formula (a2): From (12) with f(v) replaced by v f(v) we have

2 dA
B*(w) = ;L vf(v) sinwv dv = _E

where the last equality follows from ( 10).
Formula (a3) follows by differentiating (10) twice with respect to w,

d’A 2 = 5
IE = _;fo f*(@) cos wo dv, F*@) = vf@).
(b) In Prob. 7 we have
2

A=—wlgnw.
T
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Hence by differentiating twice,
2
A"==02w3sinw — 2w Zcosw — w1l sin w).
a

By (a3) we now get the result, as before,
2 2 ° 2 1y . 2
xf(x)=—f ——5 + — ) sinw + —5 cosw | cos xw dw.
m 79 w w w

(c) A(w) = (2 sin aw)/7w; see Prob. 7. By differentiation,
dA 2 (a cosaw  sin aw)

B*(W)=_5V-=——’l; w W2

This agrees with the answer to Prob. 14.
(d) The derivation of the following formulas is similar to that of (al)—(a3).

1 ¢ (w) .
@n oo = fo B (—) sinxwdw (b > 0)

b
” dB _
@) xf(x= f C*(w) cos xw dw, C*w) = — , Basin(12)
0 dw
(d3) xf(x) = f wD*(w) sin xw dw D¥(w) = _d_zg
. 0 ’ dw?’

SECTION 10.9. Fourier Cosine and Sine Transforms, page 564

Purpose. Fourier cosine and sine transforms are obtained immediately from Fourier co-
sine and sine integrals, respectively, and we investigate some of their properties.

Content
Fourier cosine and sine transforms

Transforms of derivatives (8), (9)

- Comment on Purpose of Transforms

Just as the Laplace transform (Chap. 5), these transforms are designed for solving differ-
ential equations. We show this for partial differential equations in Sec. 11.6.

SOLUTIONS TO PROBLEM SET 10.9, page 568

2. From (3) and the answer to Prob. 1 we obtain

sin 2w
cos wx dw.

2 P 2sinw
fx) = ;jo

2 o0
coswxdw~—f
-9

w w

Problem 2 in Problem Set 10.8 shows that the first term is 2 if 0 < x < 1 and O if
x > 1. Set 2w = u in the second term and conclude that the second term is —1 if
0 < x/2 <1or0 < x < 2. This agrees with Prob. 1.

12 [2 1
6. f(x) = ;fo e ¥ coswxdw = - (xz 7 1) by integration or by Prob. 5.

e
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4 2 ®cosi
8. fow) = /;fo ST o xw dx = /—gcoswiflwl<%7Tand0if|w]>%7r.

1 —x2

S wx

10. f cos wx dx = lim

0 T—>

(w fixed!) does not exist. Similarly in (5).

4. VaR2ifO<w<mandOifw > 7

16. %(xe—:ﬁ/Z) - _%((e—:cz/Z)’) - wgc(e—lez) = e w2

20, WRITING PROJECT. Methods include integration, the use of the operational for-
mulas (8) and (9) (independently or together with the use of the tables in Sec. 10.11),
and the use of integrals from Sec. 10.8. By presenting this in a systematic fashion,
the student should gain a better feeling for these transform methods.

SECTION 10.10. Fourier Transform, page 569

Purpose. Derivation of the Fourier transform from the complex form of the Fourier in-
tegral; explanation of its physical meaning and its basic properties.

Main Content, Important Concepts
Complex Fourier integral (4)
Fourier transform (6), its inverse (7)
Spectral representation, spectral density
Transforms of derivatives '
Convolution f * g

Comments on Content

The complex Fourier integral is relatively easily obtained from the real Fourier integral
in Sec. 10.8, and the definition of the Fourier transform is then immediate.

Note that convolution f * g differs from that in Chapter 5, and so does the formula 12)
in the convolution theorem (we now have a factor V 277).

SOLUTIONS TO PROBLEM SET 10.10, page 575

2. Uk + iw)V2m) 4. 1/((k — iw)V2m)
6. (e7(=2i + 2w + iw?) + 2i)/WV2m)
8. VUm/(1 + w?) 10. V2/m(cosw + wsinw — 1)/w?

12. Let f(x) = xe™* (x > 0) and g(x) = ¢~* (x > 0). Then f' = g — £ and by (9),
iwF(f) = F(f') = F(g) - F(f);
1
V2a(l + iw)

hence
(w + DF) = F(g =

Divide by 1 + iw to get the result.
14. 1/((1 + iw)V27) follows directly from formula 5. For —» < x < Qsetx = —t. Then
0 oo e—(1~i’w)t 1

:c—iwa:d =J“ —tiwtdt: = .
f_wee S —(1—iw)  1-—iw
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Together,

1 1 1 2 1
\/2_qr(l+iw+ l—iw) T NV2m 14wt
16. TEAM PROJECT. (a) Use t = x — a as a new variable of integration.
(b) Use ¢ = 3b.
(c) Replace w by w — a. This gives a new factor **”.

SOLUTIONS TO CHAPTER 10 REVIEW, page 579

16. 2(sinx — $sin2x + 3sin3x — + - - *)
4k

1 1
18. — lsin7x + —sin3wx + —sinS7x + - - -
T 3 5

16 1 3 1 5
20. 2+? (cos—7E +——cosﬂ+—cosﬂ+---)

4 9 4 25 4
2 4
22, — — — ( cos 2x + cos 4x +

1
T w\1-3 3:5 5-7
24. 2(sinx + 2sin2x + 3sin3x + Fsindx +-- )
26. 7 — 2(sinx + Lsin2x + $sin3x + -+ )
2 2

2
2. — ((772 — 6) sin 7x — —”23— sin 2amx + ”T— sin 377

cos6x+---)

1672 — 6 . )
— ————sindmx — + -
4
30. For instance, use Prob. 23.
32. For instance, use Prob. 17.
34. 54.403, 4.138, 0.996, 0.376, 0.180, 0.099, 0.060, 0.039, 0.027, 0.019

36. y = C; cos wt + Cysin wt
1 1

@ — 1T PP — )

38. V2/ar (w + sinw — 2w cos w)/w?

40. k[(ibw + e~ % — (iaw + De **]/(w?V2mr)

+ sin 2t +

1
. —— — 4+ -
in ¢ P — 9) sin 3¢




CHAPTER 11 Partial Differential Equations
Change |

The Fourier transform method has been included in the section on Fourier integrals for
heat problems (Sec. 11.6).

SECTION 11.1 Basic Concepts, page 583
Purpose. To familiarize the student with the following;:

Concept of solution, verification of solutions
Superposition principle for homogeneous linear equations

Equations solvable by methods for ordinary differential equations

SOLUTIONS TO PROBLEM SET 11.1, page 584
16. u = A(y) cos 3x + B(y) sin 3x
18. uyfu= =2y, Inu=—-y*+3®), u=c) exp (—y?)
20. u = c;(x)e? + co(x)e™?
22. u, = g, 9y = q,q = ¢(x)e¥, u = f qdy = c(x)e¥ + h(x)
24. By the chain rule,
(A) Y2y — X2y = y(z'rrx + z,0,) — x(zrry + Zoay) =0.

Now r = (x* + y?)12, y = 1(x2 + y2)~V2 5, x/r, ry = ylr, so that yr, — xr, = 0
in (A) and (A) gives z, = 0.

SECTION 11.2. Modeling: Vibrating String, Wave Equation, page 585

Purpose. A careful derivation of the one-dimensional wave equation (more careful than in
most other texts, where some of the essential physical assumptions are usually missing).

Short Courses. One may perhaps omit the derivation and just state the wave equation
and mention of what ¢? is composed.

SECTION 11.3. Separation of Variables. Use of Fourier Series, page 587
Purpose. This first section in which we solve a “big” problem has several purposes:

1. To familiarize the student with the wave equation and with the typical initial and
boundary conditions that physically meaningful solutions must satisfy.

2. To explain and apply the important method of separation of variables, by which the
partial differential equation is reduced to ordinary differential equations.

3. To show how Fourier series help to get the final answer, thus seeing the reward of
our great and long effort in Chap. 10.

4. To discuss the eigenfunctions of the problem, the basic building blocks of the solu-
tion, which lead to a deeper understanding of the whole problem.

161
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Steps of Solution
1. Setting # = F(x)G(t) gives two ordinary differential equations for F and G.
2. The boundary conditions lead to sine and cosine solutions of the latter.

3. A series of those solutions with coefficients determined from the Fourier series of
the initial conditions gives the final answer. '

SOLUTIONS TO PROBLEM SET 11.3, page 594

2. 0.01 cos 3¢ sin 3x

0.8 1 1
4. u = 7 (costsinx + ?cos 3¢ sin 3x + ggcos5tsin5x + - )
6. u = 2k/(ma — a?) (sin a cos t sin x + 1 sin 2a cos 2¢ sin 2x

+ 3sin3acos3rsin3x + - - °)

4 (1 1 1
8. u=— (ZCOSZtSiHZx— — cos 6¢ sin 6x + ——cos 10¢sin 10x — + -« )

57 36 100
o 0.04
10. u = E B, *sinnxsinnt, B,* = 3 sin il
el N 2
12, u = ce=v
14. f'1%f = ghy’g = 3k, u = c*= ¥
F" G .
16. F="G" k2, F" — k?F = 0, G + k®G = 0, hence

u = (1" + coe "*)(A cos ky + B sin ky).

Taking the separation constant negative, we obtain a similar result. Taking it zero,

we have
u = (ax + b)(cy + d).
18. u = (A cos kx + B sin kx)(C cos ky + D sin ky)
or
U= (€ + coeFT)cze"™ + cue™Y)
or

u = (ax + b)(cy + d).
20. TEAM PROJECT. (c) From the given initial conditions we obtain

2 L . nmx
Ga(®) = B, = 7 | fe9sin "]~ dx,

2Aw(1 — cos wm) _
nr(A2 — o%)
(&) w0, =0, w(, ) =0, u(L, t) = h(t), w(L, t) = h(z). The simplest w satisfying
these conditions is w(x, t) = xh(¢)/L. Then
v(x, 0) = f(x) —xh(Q)/L = f1(x),
vy(x, 0) = g(x) — xh' ()L = g,(x),

14
Uy — €2y = —xh"/L.

G,(0) = A\,B,* + 0.
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SECTION 11.4. D’Alembert’s Solution of the Wave Equation, page 595

Purpose. To show a simpler method of solving the wave equation, which, unfortunately,
is not so universal as separation of variables.

Comment on Order of Sections

Section 11.12 on the solution of the wave equation by the Laplace transform may be stud-
ied directly after this section. We have placed that material at the end of this chapter be-
cause some students may not have studied Chap. 5 on the Laplace transform, which is
not a prerequisite for Chap. 11.

Comment on Footnote 2

D’ Alembert’s Traité de dynamique appeared in 1743 and his solution of the vibrating
string problem in 1747; the latter makes him, together with Daniel Bernoulli (1700—
1782), the founder of the theory of partial differential equations. In 1754 d’Alembert be-
came Secretary of the French Academy of Science and as such the most influential man
of science in France. :

SOLUTIONS TO PROBLEM SET 11.4, page 597

2. T=200nt, p = 0.8/(2 - 9.80) nt sec¥/meter, c2 = 4900 meters?/sec?.
Answer: 70 meters/sec

4. u(0, 1) = 3[f(ct) + f(=cO] =0, f(—ct) = —f(cp), so that f is odd. Also,

w(L, ) = 4 f(ct + L) + f(—ct + L] =0,
hence
flet + L) = ~f(—ct + L) = f(ct — L),

‘which proves the periodicity.
12. y'2—2y' +1=(@G" - 1)2=0,y=x+c,\If(x,y)=x~—y,v=x,z=x—y
14. Hyperbolic, y'2 — )" —2=(y' + )y ~2) =0,y + x = ¢, y—2x=¢,
VEXH3z2=2 =y, 0, =0,u= fi(x + ) + f(2x — y)
16. Parabolic, y'% + 2y" + 1 = (' + 1)?, Up =0,0=x,7=1x+y,
u=vf@ + f@@) = xf(x + y) + Fx + y)
- ')’2 P

18. u = FOGQ), tF =5 =P F,=sin 2T G+ 026 =0,
C

%G

2
ocnm
Anz = (—L—) + 'yz, etc.

20. TEAM PROJECT. (b) F,, = sin (nmx/L), G, = a,, cos (cn®>m?/L2). The solution
satisfying the initial conditions is

812 m\2  mx 1 3m\2 | 3mx
u=;3— coscz ts1n7+§cosc7 tsmT+-~-

For the string the frequency of the nth normal mode is proportional to n, whereas for
the beam it is proportional to n2.

©) w0, =0,ul, =0, u (0, 8) = 0, u (L, H) = 0, Hence
FO=A+C=0,C= —A,F'(O)=B(B+D)=0,D= —B.
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With this we further obtain
F(L) = A(cos BL — cosh BL) + B(sin BL — sinh B8L) = 0, |
F'(L) = B[—A(sin BL + sinh BL) + B(cos BL — cosh BL)] = 0.
This homogeneous system has a nontrivial solution if and only if its determi-
nant is zero. Thus (cos BL — cosh BLY* + sin® L — sinh®BL = 0 or

2 — 2cos BLcosh BL = 0.
From this we have (17), which can be written

1
cosh BL =0

cos BL =

because cosh BL is very large. This gives approximate solutions
BL = 3=, 3, L7, - - - (more exactly, 4.730, 7.853, 10.996, - - -).
@d FO)=A+C=0,C=—A,F©0)= 8B+ D)=0,D= —B. Then
F(x) = A(cos Bx — cosh Bx) + B(sin Bx — sinh Bx),
F"(L) = BY—A(cos BL + cosh BL) — B(sin BL + sinh BL)] = 0,
F"(L) = B3lA(sin BL — sinh BL) — B(cos BL + cosh BL)] = 0.
The determinant (cos BL + cosh BL)? + sin® BL — sinh? BL of this system must

be zero, and from this the result follows.

From (18) we have
-1
cos BL = =0
cosh L

because cosh BL is very large. This gives the approximate solutions

[, ~ 14 847, 84 - - - (more exactly, 1.875, 4.694, 7.855, « - -).
2™, 2T, 2

SECTION 11.5. Heat Equation: Solution by Fourier Series, page 600

Purpose. This section has two purposes:

1. To solve a typical heat problem by steps similar to those for the wave equation,
pointing to the two main differences: only one initial condition (instead of two) and
u, (instead of u,,), resulting in exponential functions in ¢ (instead of cosine and sine
in the wave equation).

2. Solution of Laplace’s equation (which can be interpreted as a time-independent heat
equation in two dimensions).

Comments on Content
Additional points to emphasize are
More rapid decay with increasing »,
Difference in time evolution in Figs. 267 and 263,
Zero can be an eigenvalue (see Example 4),
Three standard types of boundary value problems,
Analogy of electrostatic and (steady-state) heat problems.

Problem Set 11.5 includes additional heat problems and types of boundary conditions.




Instructor’s Manual 165

SOLUTIONS TO PROBLEM SET 11.5, page 608
- A% = (In 2)/120, ¢ = (L% 72)(In 2)/20 = 0.0035L2

u = k sin 0.27x ¢~ 1-7527"4/25

16 2 1 2
u = —5 |sin 0.17rx ¢~0-017527%¢ _ 5 sin 0.37x ¢700175268m* | _ |
ar

. u(x, 1) = up(x) + wuy(x, £) with u; as in Prob. 7 and

o0
Ui = 2 B, sin
where n=1

® & AP

harx e —(enm/L)?t

L
B, = % fo [£() — u,()] sin % dx

2 L . nTx 2
= Z-fo flx) Sln—L—dx + "; [(—l)nUz — Ul].

4 1 1
10.u=2 - = cosxe™ + —cos3xe™® + —cosSxe 2 + - . .
2 @ 9 25

12. u(x, f) = cos 2x e~ %
14. w" = —Ne~%/c2: make w(0) = w(L) = 0 to get the function

) = al e — L - e +1
w(x_c2a2 e L( e “)x :
K oo
16. ——— 3 4B, e~
L -
n=1

18. CAS PROJECT. (a) u = sin mx sinh ay/sinh 247,
(b) u,(x, 0, = uy(x, 2, ) = 0, u = sin marx cos nary.
20. ¥ = F)Gy), F = A cospx + Bsinpx, u, (0, y) = F'(0)G(y) = 0, B = 0,
G = Ccosh py + D sinh py, u,x, b) = F(x)G'(b) = 0, C = cosh pb, D = —ginh pb,
G = cosh (pb — py). For u = cos px cosh p(b — y) we get
u(a, y) + hu(a, y) = (—p sin pa + h cos pa) cosh p(b — y) = 0.
Hence p must satisfy tan ap = h/p, which has infinitely many positive real solutions
P =", Y2 "+ *, as you can illustrate by a simple sketch. Answer:
U = Uy, = COS ¥,X COS V(b — y),

where y = 1, satisfies ytan ya = h.
To determine coefficients of series of u,’s from a boundary condition at the lower

side is difficult because that would not be a Fourier series, the ¥,,’s being only ap-

proximately regularly spaced. See [C1], pp. 114-119, 167.

SECTION 11.6. Heat Equation: Solution by Fourier Integrals and
Transforms, page 610

Purpose. Whereas we solved the problem of a finite bar in the last section by using Fourier
series, we show that for an infinite bar (practically, a long insulated wire) we can use the
Fourier integral for the same purpose. Figure 271 shows the time evolution for a “rec-
tangular” initial temperature (100°C between x = —1 and +1, zero elsewhere), giving
bell-shaped curves as for the density of the normal distribution.
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We also show typical applications of the Fourier transform and the Fourier sine trans-
form to the heat equation.

Short Courses. This section can be omitted.

SOLUTIONS TO PROBLEM SET 11.6, page 615

2 .
2. A(p) = —-f T3 o2 CosPY dv = — g e = ¢7P by (15), Sec. 10.8,
and o
= —(p+c2p2t)
u(x, £y = f e ¥ cos px dp.
0
L 2 2
= —— = = — —Czpzt
4 AQ) =~ B = 0u = [ s cospr e gy

10. CAS PROJECT. (a) Set w = —v in (21) to get erf(—x) = —erf x.
(b) See (36) in Appendix A3l

© ulxn= [erfz\/+erf2\/-:], (t>0)
®) ux, 1) = % + 1 exf (x/2¢ VD)

SECTION 11.7. Modeling: Membrane, Two-Dimensional Wave Equation,
page 616

Purpose. A careful derivation of the two-dimensional wave equation governing the mo-
tions of a drumhead, from physical assumptions (the analog of the modeling in Sec. 11.2).

SECTION 11.8. Rectangular Membrane. Use of Double Fourier Series,
page 619

Purpose. To solve the two-dimensional wave equation in a rectangle 0 = x = gq,
0=sy=b (“rectangular membrane”) by separation of variables and double Fourier
series.

Comment on Content

New features as compared to the one-dimensional case (Sec. 11.3) are as follows:

1. We have to separate twice, first by u = F(x, y)G(z), then the Helmholtz equation for
Fby F = H®Q0).

2. We get a double sequence of infinitely many eigenvalues A,,, and eigenfunctions
Upms See (12), (13).

3. We need double Fourier series (easily obtainable from the usual Fourier series) to
get a solution that also satisfies the initial conditions.

SOLUTIONS TO PROBLEM SET 11.8, page 626

6. B,,, = 16/mna® (m and n odd), 0 otherwise
8. B, = (—1)™*"4/mn
10. CAS PROJECT. (b) The figure shows the first partial sum (a single term) and the
partial sum of the terms up to that with coefficient b (9 terms).
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15 1.5
Section 11.8. CAS Project 10(b). Two partial sums

12. u = kcos mV/2¢ sin 7x sin Ty

6dk & & 1
4. —- tVm? + n)si i
1 > mE=1 n2=1 (2 = 4)n(n2 2 cos (mtVm n<) sin marx sin nwy
m,n od

16. A = ab, b = A/a, so that from (12) withm = n = 1 by differentiating with respect
to a and equating the derivative to zero, we obtain

A2 Y 1 1y 1 a2 -2 2
er) "\ y) T \Ete) s m e

hence a* =42 a2 = A b= Alg = 4.
18. c7m V260 0 (corresponding eigenfunctions Fy16, Fig,14), etc.

64:12b2 & & m? 2 mar
20. 2 E 33cos( ——+n—t sin axsmm

2
m=1 n=1 b b
m,n odd

SECTION 11.9. Laplacian in Polar Coordinates, page 626

Purpose. A detailed discussion of the transformation of the Laplacian into polar coordi-
nates as a typical case of a task often required in applications. The result (4) will be needed
in the next section.

Short Courses. This section can be omitted.

SOLUTIONS TO PROBLEM SET 11.9, page 628

6. TEAM PROJECT. (2) 2 cos 26 = 7%(cos? § — sin? 6) = x% ~ y? r?sin 20 = 2xy,
etc. '

400 . 1. 1 ..
) u=— rsm0+§r sm30+§r sin56 + - - -
T
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(d) The form of the series results as in (b) and the formulas for the coefficients fol-
low from

u (R, 0) = >, nR* YA, cosnb + B, sinnd) = £(6).

n=1
8. u(6) = 10G + % cos 20). Answer: 5 + 5r® cos 26
r 4 1, 1 ,
10. u= — — — |rcos+ —r°cos30 + —r°cos50 + -
2 T 9 25

12. u = 75rsin 6 — 25r2 sin 36. Note that this also follows from Prob. 7 because of the
skew symmetry of the boundary condition as a function of 6.

80 . | 1 .
14.u=—; rsm0+¥r sm30+?r sin56 + - - -

SECTION 11.10. Circular Membrane: Use of Fourier-Bessel Series,
page 629

Purpose. To derive the function that gives the vibrations of a circular membrane, by solv-
ing the wave equation in polar coordinates.
Comment on Content

We concentrate on the simpler case of radially symmetric vibrations, that is, vibrations
independent of the angle. (For eigenfunctions depending on the angle, see Probs. 11-18.)
We do three steps:

L u = WNHGO) gives for W Bessel’s equation with v = 0, hence solutions
W(r) = Jylkr).

2. We satisfy the boundary condition W(R) = 0 by choosing suitable values of k.

3. A Fourier-Bessel series (13) helps to get the solution (12) of the entire problem.

Short Courses. This section can be omitted.

SOLUTIONS TO PROBLEM SET 11.10, page 634

2. f1 = cky/2m = cay/2wR = 0.3827c/R = 0.3827V T/pR>

4. In polar coordinates the boundary has the simple representation R = const.

6. CAS PROJECT (b) Error 0.04864 (m = 1), 0.02229, 0.01435, 0.01056, 0.00835,
0.00690, 0.00589, 0.00512, 0.00454, 0.00408 (m = 10)

8. From (24), Sec. 4.5, we have (F11("))' = rJo(r). By integration

A) fo "R dr = Ty (0t).

a,, = 0 because the initial deflection is zero. From (15) and (A), with g(#) = 1 and

o, = §, we obtain
1 .
. f rlo(a,,r) dr
o

T a2y

o

2 ™ d.
=~ | e

., J 12(am) 0o Uy
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= am3‘112(am) am"l(am)-

Hence the series is

u(r, t) = 2§ 1

—57 o sin a,,t Jo(a,,r).
2 o
=1 am Jl(am) ™ "

10: £(0) = 1; 1.10801, 0.96823, 1.01371, 0.99272, 1.00436, and we see that the last value
is already correct to 3 significant digits.

18. @;1/27 =~ 0.6099 (see Table Al in Appendix 5)

SECTION 11.11. Laplace’s Equation in Cylindrical and Spherical
Coordinates. Potential, page 636

Purpose. 1. Transformation of the Laplacian into cylindrical coordinates (which is triv-
ial because of Sec. 11.9) and spherical coordinates; some remarks on areas in which
Laplace’s equation is basic,

2. Separation of the Laplace equation in spherical coordinates and application to a typ-
ical boundary value problem. For simplicity we consider a boundary value problem for a
sphere with boundary values depending only on ¢. We do three steps:

1. u = G(r)H(¢) and separation gives for H Legendre’s equation.
2. Continuity requirements restrict H to Legendre polynomials.

3. A Fourier-Legendre series (17) helps to get the solution (16) of the interior prob-
lem. Similarly for the exterior problem, whose solution is (19).

Short Courses. Omit the derivation of the Laplacian in cylindrical and spherical coordi-
nates.

SOLUTIONS TO PROBLEM SET 11.11, page 641

4. u = —80In#/(In2) + 300
6. For u = u(r) we get from (7)

4
u

2 ¥/
Vu=u"+=4 =0, — = -
r I

2
u r

, Inu'=—21nr+c1,

¢ c
u'=—2—, u=—+k
r

~

~ 2n
10. fw)=w, A, =

+1
> f wP,(w) dw. Since w = P;(w) and the P,(w) are or-
-1

thogonal on the interval —1 = w = 1, we obtain AL =1, A, =0@>1). Answer:
= rcos ¢. Of course, this is at once seen by inspection.
12. u = —2r®Py(cos ¢) + 2 = r¥(—cos? ¢ + }) + 2
14. u = 4r°Py(cos ¢) — 2r2Py(cos ¢) + rP;(cos é) — 2
16. f(¢) = cos @, uyy = rcos &, Uyt = r"2cos ¢, f(é) = cos2¢ = 2cos? ¢ ~ 1,

4 1
268 = 1= 82200 — 4 thiny = $r°Pal008 ) — 4, iews = 3 5Palc0s 6) - E™

18. Ay = 0, 45 = 605/16, Ag = 0, Ay = —4125/128, Ag = 0, Ay = 7315/256, Ay = 0
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1
20. Set il and consider u(p, 8, ¢) = rv(r, 6, ¢). By differentiation,

1 1 2
u, = @ + rv,) (——-—) , u,=Qu,+rv,)—+—=5@+rv).
4 p2 PP p4 p3

Thus
2 1 5 2
upp+;up=?f(2vr+rv,.,)=r v,.,+7v,, .

By substituting this and u,,; = rvgy, etc., into (7) [written in terms of p] and divid-
ing by r° we obtain the result.
22. v = r2cos Osin 6 = xy/(x? + y2)?
24. TEAM PROJECT. (a) The two drops over a portion of the cable of length Ax are
—RiAx and —L(9i/8)Ax, respectively. Their sum equals the difference u; 5, — %,

Divide by Ax and let Ax — 0.

(c) To get the first equation, differentiate the first transmission line equation with re-
spect to x and use the second equation to replace i, and i

—Uy, = Riy + Liy,
= R(—Gu — Cu) + L(—Gu; — Cuy).

Now collect terms. Similarly for the second equation.

1
(d) Set RC = 2. Then u, = cu,,, the heat equation. By (10), (11), Sec. 11.5,

n2 77_2

_ 40, _
I’RC

1 37X
u= sin idad e"‘lzt + —sin —— e"‘szf +---), 2
T l 3 l An

(€) u = Ugcos (wt/l'VLC) sin (mwx/l)

SECTION 11.12, Solution by Laplace Transforms, page 643

Purpose. For students familiar with Chap. 5 we show that the Laplace transform also ap-
plies to certain partial differential equations, where the subsidiary equation must be ex-
pected to be an ordinary differential equation. '

Short Courseés. This section can be omitted.

SOLUTIONS TO PROBLEM SET 11.12, page 646
2. Use c = VTlip.

e h = 1 — 6= X 2)~{t+1 if 1 = %
- W xo * 2+1 if t = x2

(where u(t — x2) is the unit step fuction) as obtained from

1+s :
Ulx, s) = 2 + c(s)e_s”2

with ¢(s) = —1/s? as obtained from u(0, £) = 1, U(0, 5s) = 1/s.
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6. u= fx)glt), xf'g+ fg.' = xt, hence

g m
X— +—=—.
f & fg
To complete the separation, we take f(x) = x, obtaining
g t .
1+—=—, g+g=t g=cet+1t—1;
& g

hence
u=x(cet+1r-1),

which satisfies u(0, £) = 0. Also, u(x, 0) = x(c — 1). Thus ¢ = 1 and the answer is,
as before,
u=x("+1r—1.

8. From W = F(s)e‘(’”’c)\/é and the convolution theorem we have
w=frEHe V5, k=2,

Ffom this and formula 39 in Sec. 5.9 we get, as asserted,
w= f tf(t -7 k e
0 Var
10. Wo(x, 5) = s~e=V5%, % {u()} = 1/s, and since w(x, 0) = O,
Wi(x, 5) = F(s)sWy(x, 5) = F(s)[sWq(x, 5) — w(x, 0)]

_ 9o
—F(s)EE{ 3t}'

—k%/4r dr

Now apply the convolution theorem.

SOLUTIONS TO CHAPTER 11 REVIEW, page 647

22. u = c(x)e”? — 32
24, u=gyA — e ™+ f»
26. u = (Ae"* + Be *®)(C cos ky + D sin ky),
u = (ax + b)(cy + d),
u = (A cos kx + B sin kx)(Ce'™¥ + De™*¥) I
28. Parabolic, y'2 — 6y’ +9=(' =32 v=1x,z=y — 3x,
u=xfi(y — 3x) + fo(y — 3x)
30. 3 cos 2f sin x —  cos 6¢ sin 3x

4 1 1
32. u=—(cos2tsinx — —cos 6tsin 3x + —cos 10t sin5x — + - - -
T 9 25

5 [sin——e sin

34, u = 400 ( TX _ooottast _ L . 37X 0010286t | _ )
T 100 ' 9 100

1 1
36. u = 57% — 60 (cosxe‘t — 4 cos 2x e™* + 5 cos 3xe7% — + - - )

32 (1 1
u=a— (= -4t 4 = ~36t 4 ...
B .u==w (4 cos2x e 36 cos 6x e )
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40.

42.

48.

50.

400 & 1 - - -
u=20% 1, @n— Dmx sinh [2n — Dmy/12]
(e e 12 sinh 2n — )7

NS

0 ]
0 12 x

Chapter 11 Review. Equipotential lines in Prob. 42

. M2 = er(V1 + DR = 1/V2
46.

Area mR%/2 = 1,R = V2/m,
Chy 12 = kyyl2m = ayy/27R = 3.832/27 2w = 3.832/ 87

(g — ugdrory 4 W~ Uoro

u = , where r is the distance from the center of the
(ry — ro)r n—r
spheres
f(¢) = 4 cos® . Now, by (11"), Sec. 4.3,

cos® ¢ = ZPg(cos ¢) + EP(cos ¢b).
Answer:
u= %rsP;;(cos ¢) + %rPl(cos D).




PART D. COMPLEX ANALYSIS

CHAPTER 12 Complex Numbers and Functions.
Conformal Mapping

Major Changes

The old chapter on conformal mapping has been absorbed into Chap. 12, beginning
with a general introduction to conformality in Sec. 12.5, continuing with the conformal
mapping of the elementary complex functions in Secs. 12.6~12.8 and concluding with
a special section on linear fractional transformations (Sec. 12.9). This gives a better
understanding of those functions because we now discuss their geometric properties
(their mapping properties) simultaneously with their analytic formulas, as we do it all
the time in calculus.

SECTION 12.1. Complex Numbers. Complex Plane, page 652

Purpose. To discuss the algebraic operations for complex numbers and the representa-
tion of complex numbers as points in the plane.

Main Content, Important Concepts
Complex number, real part, imaginary part, imaginary unit
The four algebraic operations in complex
Complex plane, real axis, imaginary axis
Complex conjugates '

Two Suggestions on Content

1. Of course, at the expense of a small conceptual concession, one can also start im-
mediately from (4), (5),

z=x+ iy, = -1

and go on from there.

2. If students have some knowledge of complex numbers, the practical division rule
(7) and perhaps (8) and (9) may be the only items to be recalled in this section. (But I
personally would do ten minutes more in any case.)

SOLUTIONS TO PROBLEM SET 12.1, page 656
2.iz=—-2+4i,-1—-42+5i

4, —96 + 280 6. —7 — 26i 8. —0.1 + 1.3
10. (7 — 24i)/625, (7 + 24i)/625 12. 29/25
14. 4x3y — 4xy3, 4x%y? 16. (x* — y2)/(x2 + y?)

173
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20. z,z, = 0 if and only if
XoX1 — Yoy1 =0
YaX1 + x2y; = 0.
Let z, # 0, so that x,” + y,® # 0, the coefficient determinant of our homogeneous

system of equations in the “unknowns” x; and y,, which therefore must be zero; hence
71 =0.

SECTION 12.2. Polar Form of Complex Numbers. Powers and Roots,
page 657

Purpose. To give the student a firm grasp of the polar form, including the principal value
Arg z, and its application in multiplication and division.

Main Content, Important Concepts
Absolute value |z|, argument 6, principal value Arg 0
Triangle inequality .
Multiplication and division in polar form
nth root, nth roots of unity (16)

SOLUTIONS TO PROBLEM SET 12.2, page 662

2. V8(cos 3w + isindm) 4. 10(cos 7 + isinm) 6. cosiw — isindxw
8. (1/V18)(cos 47 + isindm) 10. V/37/8(cos 2.19105 — i sin 2.19105)
12. 7, —3.0419 14. 3m/4

16. i 18. 3 + V27

20, TEAM PROJECT. (a) Use (15).
(b) Use those formulas (10) in the form
cos38 = V(1 + cos 6), sin10 = V(1 — cos 6),
multiply them by Vr, v
V'rcos20 = Vi(r + rcos 6), Vrsind6 = Vi — rcos 6),
use r cos = x, and finally choose the sign of Im V'Z in such a way that
sign [(Re \/2)(Im \/E)] = sign y.
(© =V2(1 +1i),6+4i,5—V2i
22. 2cosgkm + isingkm), k =1, 5,9, that is, V3 + i, —V/3 + i, —2i.
24, (1 =)
26. =(2 + i), x(1 — 2i) is obtained by taking the square root of each of the two solu-
tions in Prob. 25. :
28. Using (18) in Team Project 20, we obtain

=35+ VIS+P-8-i=35+ V245
=36+ = [VIG + (-2) + iViE - (-2)]

3+ 2
=%(5+i)i[%+§i]={2

=i
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30. Quadratic equation in z? with solutions
2=33+i) = (15+i) =3+ 4iand 2,
with the roots evaluated by (18). From this, by (18), we get the four solutions
V3 +4i= 2244, V2= +].

M.z =x + iy, 25 = Xy t+ iys,
|z +‘Zz|2 Flog — 2l = 0 + x2)? + oy + ya)2 + (- x2)? + (31 — yo)
=202 + %2 + y,2 + y,2) = 2(|z4* + |z
The name results from the fact that the equality relates the lengths of the sides and
the diagonals of a parallelogram with sides determined by the vectors corresponding
to z; and z,. For the importance of the equality in Functional Analysis, see Ref. [9]
listed in Appendix 1.

36. |7l = V% + y? = |, ete.

SECTION 12.3. Derivative. Analytic Function, page 663

Purpose. To define (complex) analytic functions—the class of functions complex analy-
sis is concerned with—and the concepts needed for that definition, in particular, deriva-
tives.

This is preceded by a collection of a few standard concepts on sets in the complex plane
that we shall need from time to time in the chapters on complex analysis.

Main Content, Important Concepts

Unit circle, unit disk, open and closed disks
Domain, region
Complex function
Limit, continuity
Derivative
Analytic function
Comment on Content

The most important concept in this section is that of an analytic function. The other con-
cepts resemble those of real calculus. The most important new idea is connected with the
limit: the approach in infinitely many possible directions. This yields the negative result
in Example 4 and—much more importantly—the Cauchy-Riemann equations in the next
section. ‘

SOLUTIONS TO PROBLEM SET 12.3, page 668

2. Annulus with center 4 — 2i bounded by the circles of radius 3 and 2

4. Disk without its center 1 + i, radius V2. Such domains will be crucial in connection
with residue integration in Chap. 15.

6. We obtain
X

x? + y2
the exterior of the circle of radius § with center at 2.

<1, x<x2+y2, %<(x—%)2+y2,
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. Angular region —37 < arg z < 37
10.
14.
16.
18.
24,

4, —4 12. 0.6,0.8
(r% cos 260)/r — 0 as r — 0; yes
(r cos 6 — rsin 6)/r? = (cos § — sin 8)/r; no
625000 : 20. —110 + 70¢ 22. 0
TEAM PROJECT. (a) Use Re f(2) = @) + F@V/2, Im @) = [fz) — F@/2i.
(b) Assume that lim, ,, f(z) = 1, lim, .. f(z) = Iy, l; # I5. For every € > 0 there
are 6, > 0 and 8, > 0 such that
[fe) — Ll <e when O0<|z—z|<8&, j=12
Hence for € = |l; — L,|/2 and 0 < |z — zo| < 8, where & = &;, 8 = 85, we have

= | = |[f@ — L] — [f@) — 4L]|
=lf@ — o) + |f@ — I <2e=1l — 1]

(c) By continuity, for any € > 0 there is a § > 0 such that |f(z) — f(@)| < e when
|z — a| < 8. Now |z,, — a| < & for all sufficiently large n since lim z,, = a. Thus
|fz,) — f(a)| < efor these n.

(d) The proof is as in calculus. We write

@ — f(zo)

2~ 2

= f'(z0) = .

Then from the definition of a limit it follows that for any given € > 0 there is a
8 > 0 such that |[n| < e when |z — zo| < 8. From this and the triangle inequality,

) — fzo)l = |z — zollf'@o) + 1| = |z = 2ollf "G + |z — zoe,
which approaches 0 as |z — zo| — 0.
(¢) The quotient in (4) is Ax/Az, which is 0 if Ax = O but 1 if Ay = 0, so that it has
no limit as Az — 0.

fet+A) - f@) _ @+A)@T+A)—zz _ Az _
® A7 Az b4 A7 +z +Az

When z = 0 the expression on the right approaches zero as Az — 0. When

z # 0 and Az = Ax, then Az = Ax and that expression approaches z + z. When

z # 0 and Az = iAy, then Az = —iAy and that expression approaches —z + Z.
This proves the statement.

SECTION 12.4. Cauchy-Riemann Equations. Laplace’s Equation,

page 669

Purpose. To derive and explain the most important equations in this chapter, the
Cauchy—Riemann equations, which constitute the basic criterion for analyticity.

Main Content, Important Concepts

Calichy—Riemann equations (1)

These equations as a criterion for analyticity (Theorems 1 and 2)

Derivative in terms of partial derivatives, (4), (5)
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Relation of analytic functions to Laplace’s equation

Harmonic function, conjugate harmonic

Comment on Content

(4), (5), and Example 3 will be needed occasionally.
The relation to Laplace’s equation is basic, as mentioned in the text.

SOLUTIONS TO PROBLEM SET 12.4, page 673

2. No 4. Yes (z # 0) 6. Yes (z # 0) 8. Yes (z # *1, i) 10. No
12. No. Note that this is x® — y® — 2xyi = (x — iy)® = 72
14, TEAM PROJECT. (a) u = const, u, = u, = 0, v, = vy, = 0 by (1), v = const,
f=u+iv = const.
(b) Same idea as in (a).
© f=u+iv,=0 by (4). Hence v, = 0, u, = 0 by (1), f = u + iv = const.

18. No 20. In|z] + i Arg z 22. sin x cosh y + i cos x sinh y
24. No 26. a =0, %b( y2 — x%) 28. a = 2, —sin 2x sinh 2y
30. Students should observe the orthogonality of the two families, which will be discussed

in the next section, as a consequence of conformality.

SECTION 12.5. Geometry of Analytic Functions: Conformal Mapping,
page 674

Purpose. To show conformality (preservation of angles in size and sense) of the mépping
by an analytic function w = f(z); exceptional are points z at which f'(z) = 0.

Main Content, Important Concepts
Concept of mapping

Complex functions as mappings
Definition of conformality
Critical point

Conformality (Theorem 1)

Comment on the Proof

The crucial point is to show that w = f(z) rotates all straight lines (hence all tangents)
passing through a point z, through the same angle a = arg f'(z,), but this follows from
(3) by taking arguments. This in a nutshell is the proof, once the stage has been set.
Comment on Purpose of Section

Apart from applications, this discussion of geometric aspects of analytic functions should
help the student gain a better understanding of complex functions. In a sense it is a coun-
terpart of discussions of functions in terms of curves in calculus.

SOLUTIONS TO PROBLEM SET 12.5, page 678

2. x =c¢,w = —y + ic, horizontal lines; y'= k, w = —k + ix, vertical lines
4. Only in size
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6. The lower half-planc v < 0
8. From the last formula in Example 1 with k = 1 we have for y = k = 1 the image
v¥=40+w o u=h?+1,

a parabola opening to the right. For the boundary y = 0 we get v? = 0. The x-axis
is “folded up” at 0, where angles are doubled, and is mapped onto the nonnegative
ray of the u-axis.

1 .
10. w = - =J; lyz.Forx=1wethushave
x+iy x*+y
1 —y
=, v= .
TR 1+
Hence
1+ y2 1
w2+ 2 = Y = u.

A+ 1+
This implies (u — 3)* + v® = }. The image is the closed disk bounded by this
circle.

12. w' =2(z> —a)- 322 =0 givesz = Oand z = Va.

14. w' = —4z/(z2 — 1)? after simplification. Hence z = 0.

16. Ellipse z(t) = 3 cos ¢ + i sin t. Advise students that other solutions are possible.

18. z(H) = ¢t + ikt

20. CAS PROJECT. Orthogonality is a consequence of conformality because in the w-
plane, u = const and v = const are orthogonal. (a) u = x* — 6x%% +
v = 4x%y — 4y () u = x/(x% + y?), v = —yl(x2 + y?);
©u =G =y +y*% v = —2xy/(x® + yB% (d) u = 201 — y)® + x2),
v=(1—x*= YA - yP? + x?)

SECTION 12.6. Exponential Function, page 679

Purpose. Sections 12.6—12.8 are devoted to the most important elementary functions in
complex, which generalize the corresponding real functions, and we emphasize proper-
ties that are not apparent in real.

We also discuss the basic mapping properties of these functions. This is important for
practical reasons (in connection with potential theoretic applications) as well as for cre-
ating a better understanding of the nature of these complex special functions. It is the ana-
log of what we do all the time in calculus when we discuss real functions in terms of their
graphs in the xy-plane.

Basic Properties of the Exponential Function

Derivative and functional relation as in real
Euler formula, polar form of z

Periodicity with 27ri, fundamental region

e* # 0 forall z

Conformality of the mapping w = ¢ for all z
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SOLUTIONS TO PROBLEM SET 12.6, page 682

2. e(cosl +isinl) =147 +2.29i ¢

4. —0.0755 — 2.5846i

6. V2 e :

8. Vrexp (i(6 + 2kmin), k= 0,1,--+,n— 1;r = |4
10, o™ o=3mi p—mila Sl

12. z=4m2*nwi,n=0,1,---

14. z = In5 + (arc tan 3 + 2nw)i
16. Annulus 1/e < |w| < e cut along the negative real axis
18. Whole w-plane except w = 0

20. TEAM PROJECT. (a) €' is analytic for all z # 0. €7 is not analytic for any z. The
last function is analytic if and only if & = 1.
(b) (i) e”siny = 0, siny = 0. Answer: On the horizontal lines y = *nr,
n=20,1,---.(@i) e < 1, x > 0 (the right half-plane). :
(iii) €® = e*~% = e™(cos y — i sin y) = e*(cos y +isiny) = €& Answer: All z.

d) f' =wu, +iv,=f =u+ iv, hence u,; = u, U, = v. By integration,
u = cy(y)e”, v = cy(y)e”.
By the first Cauchy—Riemann equation,
u, = v, = che®, thus o =c) (= didy).
By the second Cauchy-Riemann equation,
u, = cle® = —v, = —cye”, thus ¢ = —cs.
Differentiating the last equation with respect to y, we get
cl=—cy=—cy, hence ¢y =acosy + bsiny.
Now for y = 0 we must have
u(x, 0) = c;(M)e® = €%, icl(O) =1, a=1,
u(x, 0) = cx(0)e” = 0, () = 0.
Also, b = ¢1(0) = —c5(0) = 0. Together ¢,(y) = cos y. From this,
c2(y) = —c1(y) = siny.
This gives f(z) = ¢®(cos y + isiny).

SECTION 12.7. Trigonometric Functions, Hyperbolic Functions, page 682

Purpose. Discussion of basic properties (including mapping properties) of trigonometric
and hyperbolic functions, with emphasis on the relations between these two classes of
functions as well as between them and the exponential function; here we see on an ele-
mentary level that investigation of special functions in complex can add substantially to
their understanding.
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SOLUTIONS TO PROBLEM SET 12.7, page 686

2.

)

12.

14.

16.

The right side is v
cosh z; cosh z; + sinh z; sinh z,
= (e + e7H) (e + e7%) + Her — e a)(e2 — e 7).

If we multiply out, then because of the minus signs the products e*1e %2 and e~ %e%
cancel in pairs. There remains, as asserted,

2 - Lt + e7m7%) = cosh (71 + 22).

Similarly for the other formula.

. cos 1 cosh 1 — isin 1sinh 1 =~ 0.8337 — 0.9889;
. isinh 7 = 11.5487i (same as Prob. 5)

. cos 5sinh4 + icosh4sin5 = 7.7411 — 26.1865i
10.

coshz = 0, coshxcosy = 0, cosy = 0,y = *(2n + Dw/2, sinhxsiny = 0,
siny # O for those y, hence sinh x = 0, x = 0. Answer:

i
z=t(2n+1)—2—, n=0,1,---

sin x cosh y = 1000, cos x sinh y = 0, x = @/2 * 2n, cosh y = 1000, cosh y = ¢¥/2
(y large), ¥ = 2000, y =~ 7.600 902 (which agrees with the 6D value of the solution
of cosh y = 1000). Answer: z = w/2 * 2n7 * 7.600 902i.

The region in the right half-plane bounded by the v-axis and the hyperbola
4u® — %v® = 1 because for x = 0 formula (6b) reduces to

sin iy = i sinh y.>

Thus u = 0 (the v-axis) is the left boundary of that region. For x = 7/6 we obtain -

sin (7/6 + iy) = sin (7/6) cosh y + i cos (1/6) sinh y,

thus

u = 3 coshy, v =1V3sinhy
and we obtain the right boundary curve of that region from

1 = cosh®y — sinh?y = 442 — %2,
as asserted. _ .
The region in the upper half-plane bounded by portions of the u-axis, the ellipse
u?/cosh® 3 + v*/sinh® 3 = 1 and the hyperbola u? — v? = §.

Indeed, for x = *7/4 we get [see (6b)]
sin (% + iy) = sin (=37) coshy + i cos (+3) sinh y
= *=(1/V?2) coshy + i(1/V/2) sinh y

and from this

1 =cosh®y — sinh?y = 24% — 202,  thus u® — 02 =

o=

For y = 0 we get v = 0 (the u-axis).
Fory = 3 we get

u = sin x cosh 3, v = cos x sinh 3,
hence _
u? v?

+ .
cosh®3  sinh?3

1 =sin?x + cos?x =
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18. The upper boundary maps onto the ellipse

u? v?

+
cosh®1  sinh21

=1

and the lower boundary onto the ellipse

2

u v?

+ — =
cosh®?}  sinh®%

Since 0 < x < 21, we get the entire ellipses as boundaries of the image of the given
domain, which therefore is an elliptical ring.
Now the vertical boundaries x = 0 and x = 27 map onto the same segment

sinh3 = u = sinh 1
of the u-axis because for x = 0 and x = 27 we have
u = coshy, v=20.

Answer: Elliptical annulus between those two ellipses and cut along that segment.
See the figure.

Section 12.7. Problem 18

20. CAS PROJECT. This is an impressive demonstration of the relationships between
the four functions. (a) and (b) reflect that they are translations of one another by an
odd multiple of 7/2. More about the actual formula cos z = sin (z + %w) cannot be
discovered from the plot. Similarly for (c) and (d), which are translates by multiples
of iw/2 (thus in the y-direction). (a) and (c) are rotations of one another through 90°.
Similarly for (b) and (d). Hence (a) and (d) are related by translations and rotations,
and so are (b) and (c).

SECTION 12.8. Logarithm. General Power, page 687

Purpose. Discussion of the complex logarithm, which extends the real logarithm In x (de-
fined for positive x) to an infinitely many-valued relation (3) defined for all z # 0; defi-
nition of general powers z° mapping properties.

Comment on Notation

In z is also denoted by log z, but for the engineer, who also needs logarithms log x of base
10, the notation In is more practical; this notation is widely used in mathematics.
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Section 12.7. CAS Project 20

SOLUTIONS TO PROBLEM SET 12.8, page 691

4.

6.

8.
10.
12.
14.
16.
18.
20.
22.

Inz . ,ln le|+i0=2nm) _ |Zlew =z

€

Ine* =Inlef| + iarge® =Ine” + i(y = 2nm) = x + iy * 2nmi = z * 2nm

In 20 — i arc tan (4/3) = 2.9957 — 2.2143i
11n100.01 * (7 — 0.0100)i = 2.302 635 * 3.131593
1*2nwi,n=20,1,--- '
Ind4*Q@n+ Dmi,n=0,1,---
In5 + (arc tan (3/4) = 2nm)i,n =0, 1, - - -
e 27302 = ¢=%(cos 3 — isind) = 0.010 — 0.135;
et~ = —15.154 :
Q2102 = 20 24wl — =005 (In4) + isin (In4)) = 0.0079 + 0.0425i
LD A+D = oyp [(1 — §)(In V2 + mild)]
exp(n V2 + imi — iln V2 + 17)
= V2 e™(cos G — In V2) + isin Gm — In V2))
= 2.808 + 1.318i
€17 443D = exp [i(ln V10 + i arc tan 3)]
= ¢~ar tan 3 ;o5 (In V10) + i sin (In V10))
= 0.1168 + 0.2619i

It
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26. e(2—4i) In (-1) — e(2——4’i)7ri — e4'n- — 286751
28, 2 In 34040 — oxp [277i(In V'1.85) -+ i arc tan (0.4/1.3)]
= ¢ 18753(cos (27 In V'1.85) + isin 27 In V1.85))
= —0.0543 + 0.1433;
30. TEAM PROJECT. (a) w = cos™'z,z = cos w = 3(¢’ + ¢~™). Multiply by 2¢*
to get a quadratic equation in ¢**,
3 — 276 + 1 =0,
A solution is ¢ = z + Vz2 — 1, and by taking logarithms we get the given formula
coslz=w=—iln(z + V2 - 1).

(b) Similarly,

Now take logarithms, etc.
(c) coshw=12%(e"+e ™) =22 - 22" +1=0, ¥ =7+ Vz2— 1. Take

logarithms. ]
(d) z =sinhw = §(€¥ — ™), 2z¢” = & — 1, e¥ = 7 + V22 + 1. Take loga-
rithms. ) ) )
© . sin w e — T e —1 -
e) z=tanw = = —j— — = - — ,
cos w e + e~tw %+ 1
i—z 1 i— i i+z
2 = , w=—lIn- f =’
i+z 20 i+z 2 i-—z

() This is similar to (e).

SECTION 12.9. Linear Fractional Transformations. Optional, page 692

Purpose. Introduction to this large class of conformal mappings, also called Mobius trans-
formations. These transformations form a group, have various general properties in com-
mon, and help to motivate the concept of the extended complex plane, which plays a
more important role in advanced complex analysis than it does in our investigations.

Main Content, Important Concepts
Linear fractional transformations, special cases
Extended complex plane, point at infinity
Fixed points
Construction of linear fractional transformations

Mappings

Short Courses. This section may be omitted.
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SOLUTIONS TO PROBLEM SET 12.9, page 698
2. The inverse is
wti _utiw+i _ @tiv+ il —v—iw

iw+l 1—-v+iu A —-v)?+u?

Multiplying out the numerator, a number of terms drop out, and the real part of the
numerator is 2u. This gives Re z = x in the form

2u
C= "S5 5.
(1 —v)* +u?

1\2 1
(v—1)2+(u—?) =—5
as claimed.

4. z = (2w — 1)/(—w + 1). The equation for the fixed points of w = f(z) is

This yields the circles

2+z-1=0

V5

__ 1.
= 5 = .

2

with solutions

From the inverse we get the same equation with w instead of z. Of course, this is not
surprising; a fixed point of the mapping must be a fixed point of the inverse.

6. TEAM PROJECT. (a) This follows by direct calculation and simplification.

(b) One can combine the cases of a straight line and a circle by writing (A = 0 a
straight line, A # Q.a circle)

A(xz + y2) +Bx+Cy+D=0 (A, B, C, D real).

One can simplify the further work by writing this in terms of z and z, a device
that has other applications, too:

2i
w = 1/z gives z = 1/w. Substitution of this and multiplication by ww gives

s _
Aﬁ+Bz22+Cz +vp=o

wt+w w—w
A+ B > +C 2 +Dww =0

or, in terms of « and v,
A + Bu — Cv + D@? + v? = 0,

which is a circle (if D # 0) or a straight line (if D = 0) in the w-plane.
(¢) This follows by direct calculation.

(d) If we set

1
wy = ¢z, we = wy + d, w3=w—, wg = Kws,
2

then we have w = w, + a/c from (c).

The statement to be proved is trivial for a translation or a rotation, fairly ob-
vious for a uniform expansion or contraction, and true for an inversion, as proved
in (b). Hence the statement is true for any LFT (1) because of (c).

e w= -+ D2+ 1)
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z
8. w=z+2 10. w = 2. w=—r—— W=
w=z w P w e, 4. w=iz
16. The requirement is that
ax+ b
w=uy=
cx+d

must come out real for all real x. Hence the four coefficients must be real, except
possibly for a common complex factor.

18. cz® — ¢ = 0 (c # 0) has those fixed points as solutions, and by comparing this with
(5) we see that we must have

a—d=0, b=c¢
and get the answer
az + ¢

, ¢ arbitrary).
cz+a (4, ¢ arbitrary)

SECTION 12.10. Riemann Surfaces. Optional, page 699

Purpose. To introduce the idea and some of the simplest examples of Riemann surfaces,
on which multivalued relations become single-valued, that is, functions in the usual sense.

Short Courses. This section may be omitted.

SOLUTIONS TO PROBLEM SET 12.10, page 700

4. For w = V/z the Riemann surface has 4 sheets. To them correspond in the w-plane
the four angular regions of angle 90° each and bounded by the two bisecting lines of
the four quadrants; z = 0 is a branch point. If z moves 4 times around the origin and
back to its original position, then w completes a motion once around the origin.

Similarly for w = V/z, where we need 5 sheets and z = 0 is a branch point.

6. By the hint, we have

w= \/Z £0/2 \/E £492/2 = A /r1r2 O+ 6,/2

If we move from A in the first sheet (see the figure), we get into the second sheet at
B (dashed curve) and get back to A after two loops around the branch point 1.

Similarly for a loop around z = 2 (without encircling z = 1); this curve is not
shown in the figure.

61 ) 62

Section 12.10. Problem 6
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If we move from C and back to C as shown, we do not cross the cut, we stay in
the same sheet, and we increase 6, and 6, by 27r each. Hence (8; + 6,)/2 is increased
by 277, and we have completed one loop in the w-plane. This makes it plausible that
two sheets will be sufficient for the present w and that the cut along which the two

sheets are joined crosswise

is properly chosen.

8. Branch points at =1 and *2, as shown in the figure, together with the cuts. If we
pass a single cut, we get into the other sheet. If a path crosses two cuts, it is back in
the sheet in which it started. The figure shows one path (A) that encircles two branch

10.

points and stays entirely in

one sheet. The path from B and back to B also encloses

two branch points, and since it crosses two cuts, part of it is in one sheet and part of

it is in the other.
A discussion in terms of

coordinates as in Prob. 6 would be similar to the previ-

ous one. Various other paths can be drawn and discussed in the figure.

~ -
k- L

Section 12.10. Problem 8

+1, *i; 2 sheets

SOLUTIONS TO CHAPTER 12 REVIEW, page 701

16.

20.
24,
28.
32,
36.
40.
4.
46.
48.
50.

—24 — 70i 18. =74 exp B Arc tan 151] ~ 2.608 — 1.342i
1+ ‘ 22. V145 exp [i Arc tan ] = 12.042¢0%083%

7.3¢™ 26. =3, +3i

(=1 = V2 30. =4 — 4i)

1/2> 34. sin 2z

—2272 + 49.65i 38, —2.3013i

Wl <19,u>0" 42. 0 < Argw < 37/2

e < |w| < € in the second quadrant

2=0,22+1=0, 7, = 2m, - -+

w=(z+ DNz — i)

%z — (@ —d)z— b =c(z+ i)z — i) = c(z? + 1) by the equation for the fixed
points. By comparing powers of z we have a — d = 0, b = —c. Hence

az+ b
W= ——
—-bz+a




CHAPTER 13 Complex Integration

Change

We now discuss the two main integration methods (indefinite integration and integration
by the use of the representation of the path) directly after the definition of the integral,
postponing the proof of the first of these methods until Cauchy’s integral formula is avail-
able in Sec. 13.2. This compactification of the material seems desirable from a practical
point of view.

Comment

The introduction to the chapter mentions two reasons for the importance of complex in-
tegration. Another practical reason is the extensive use of complex integral representa-
tions in the higher theory of special functions; see Ref. [11] listed in Appendix 1.

SECTION 13.1. Line Integral in the Complex Piane, page 704

Purpose. To discuss the definition, existence, and general properties of complex line in-
tegrals. Complex integration is rich in methods, some of them very elegant. In this sec-
tion we discuss the first two methods, integration by the use of path and (under suitable
assumptions given in Theorem 1!) by indefinite integration. »

Main Content, Important Concepts
Definition of the complex line integral

Existence

Basic properties

Indefinite integration (Theorem 1)

Integration by the use of path (Theorem 2)
Integral of 1/z around the unit circle (basic!)
ML-inequality (13) (needed often in our work)

Comment on Content

Indefinite integration will be justified in Sec. 13.2, after we have obtained Cauchy’s in-
tegral theorem. We discuss this method here for two reasons: (i) to get going a little faster
and, more importantly, (ii) to answer the students’ natural question suggested by calcu-
lus, that is, whether the method works and under what condition—that it does not work
unconditionally can be seen from Example 7!

SOLUTIONS TO PROBLEM SET 13.1, page 711

2.44+3i—-9+4ix0=r=1

4. 3cost + 2isin# (0 = ¢ = 2m). Here (and elsewhere) one should emphasize the ad-
vantage of parametric representations, that one gets the entire curve, whereas y = y(x)
would give only the upper half (or the lower half), and y'(x) - ® as x — =3,

6. t+it3(—2=1=3)
8. 2cosht + isinh ¢ (—0 <t < )
10. Upper semicircle (radius V'3, center 5i)

187
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12.
14.

16.

18.

20.

22.

24.

26.
28.

30.

y=3x*-1=x=1)
Hyperbolaxy = 4 from 1 + 4ito4 + i

2
(1)z(t)=1+i:(1§t§2),z(t)=i,if 1dt =i

Dz =t+20=t=3),30=1, ftdt
Answer: 4 + i
) =t+it2(0=t=1),2(6) =1 + 2it,7 =t — ir? gives

1
[a-ida+2ipa=1+5%
V]
1
Re? = x® =y (1) Upward, 2() = it, ) = i, | — f%ide = —}
()]
1
(2) To the right, z(t) = ¢ + i, 2() = 1, f —Ddt=3-1
. (1]
0
(3) Down, z(f) = 1 + it, t goes from 1 to 0, z(2) = i, f 1 - Bidt = i(—1+ %)

@) To the left, 2(t) = 1, ¢ goes from 1 to 0, £(5) = 1, f 2dr = -1,
Answer: —1 — i

By Theorem 1, the integral gives
h 1 2
COSNTZ | = = (1 — coshari) = — (1 — cos ) = — .
T , 7 T T
By Theorem 1 the integral gives
8—3i—mi
%e‘h — 4e32 121-(6—4711 _ 1) =0
8-3i

because of (7) in Sec. 12.6.
—3 - 27ri by Example 6.
L="V5,|Rez = |x]| =3 = M, thus 3V5 = |4 + 2i| = V20. It is typical that the
bound is much larger than the actual value.
TEAM PROJECT. (b) (i) 12.8i, (ii) 2(e®** — 1)
(c) The mtegral of Re z equals 37 — 2ai. The integral of z equals 172, The inte-
gral of Re 72 equals 7%/3 — ma®/2 — 2ami. The integral of z2 equals 7%/3.
) The integrals of the four functions in (c) have for the present paths the values
2am 0, (4a® — 2)if3, and —2i/3, respectively.
Parts (c) and (d) may also help to motivate. our further discussions on path inde-
pendence and the principle of deformation of path.

SECTION 13.2. Cauchy’s Integral Theorem, page 713

Purpose. To discuss and prove the most important theorem in this chapter, Cauchy’s
integral theorem, which is basic by itself and has various basic consequences to be
discussed in the remaining sections of the chapter.
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Main Content, Important Concepts
Simply connected domain
Cauchy’s integral theorem, Cauchy’s proof
(Goursat’s proof in Appendix 4)
Independence of path
Principle of deformation of path
Existence of indefinite integral

Extension of Cauchy’s theorem to multiply connected domains

SOLUTIONS TO PROBLEM SET 13.2, pége 720
2. (a) Yes. (b) No, since we would have to move the contour across *2i where
1/(z% + 4) is not analytic.
4. (a) z = O outside C, (b) z = 0 *1, *i outside C, (c) 0, %3/ outside C.
6. No, because of the principle of deformatlon of path.

8. 0, yes
1 1V 1 ] ) . o
10. -1 = Un . Answer: P 27 = 2i by the deformation principle and (6). No
2 27
12. f “3itigit gt = —1¢=%t| =0, no
Y 0

27
14. f e'tie” dr = 0, no
0

2z + 3i 4 2
16. TEAM PROJECT. ®) ) 5717 = 7= ~ 7372

ple of deformation of path, and (6) we obtain the answer

4-2qi — 2+ 2ari = 471,

. From this, the princi-

(ii) Similarly,
z+1 172 172
) = :
“+ 2z b4 z+2
Now z = —2 lies outside the unit circle. Hence the answer is % 5 27 = i,

(c) The integral of z, Im z, z%, Re z2, Im z2 equals 1/2, a/6, 1/3 1/3 — a?/30 — iaf6,
al6 — za2/30 respectively. Note that the integral of Re z2 plus i times the inte-
gral of Im z® must equal 1/3. Of course, the student should feel free to experi-
ment with any functions whatsoever.

18. 0 by Cauchy’s theorem because z = 1 and the portion x > 1 of the real axis lie out-
side the contour.

20. f xdx=0,z) =, 0=t =7, hence the integral over the semicircle is
0

m

f (cos Die® dt = i f 3¢ + e e dr = i[0 + in] = m
0 0 2
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- 11
» 21, . Answer: 2i + 2mi = 41i by (6) because both 0 and 1
z2(z—1) =z z-1
lie inside C.

24. 0 because the points *4n7ri, at which sinh z = 0, lie all outside the contour of inte-
gration, so that Cauchy’s integral theorem applies.

SECTION 13.3. Cauchy’s Integral Formula, page 721

Purpose. To prove, discuss, and apply Cauchy’s integral formula, the second major con-
sequence of Cauchy’s integral theorem (the first being the justification of indefinite inte-
gration).

Comment on Examples

The student has to find out how to write the integrand as a product f(z) times 1/(z — z),
and the examples (particularly Example 3) and problems are designed to give help in that
technique.

SOLUTIONS TO PROBLEM SET 13.3, page 724

2. 27~ ild = —7/2
4. The ellipse x*> + y%% = 1 includes the singularities at —1 and 1 in the interior,
whereas *i lie outside. If we write the integrand
2 B 1.2 _ 1.2
-1 @E@+Dz-1) @+Dz+1)
we can apply Cauchy’s integral formula to each of the two terms on the right and get
2mi-4 —2mi-1=0.

6. The integrand is

ez

ez
mr—i w z—ilm’

By Cauchy’s formula,

2mi . 11 )
/™ = 2i{cos— + isin—) = —0.626 + 1.900i.
T a o

8. The integrand is

Zsinz _ Z’sinz 1
3%z-1 3  z—-13"
Hence Cauchy’s formula gives
2 i~ = 0025381
—sin— = 0. i
81 3

10. TEAM PROJECT. (a) Eq. (2) is
#2-6 [(z‘)3 ] dz 2 — (3i)®
z=|(=) -6 + d
f’gc z— 3 ‘ 2 9gc — 3 §c z— % ‘

= (—1—6)2m'+§ﬁ (z2+li ——l—)dz—lw—mwi
8 c 2%y 4
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because the last integral is zero by Cauchy’s integral theorem. The result agrees with
that in Example 2, except for a factor 2.

(b) Using (12) in Appendix A3.1, we obtain (2) in the form

sin z 1 dz sinz — sinim
§ 1 dz = sin 5173€ T+ 39 dz
c

1
c 13T — 57 Io} Z— 5T

it 3€ 2 sin (3z — 4m) fos Gz + 37) &
c z— 3

As p in Fig. 343 approaches 0, the integrand approaches 0.

12. z = 2 lies outside the contour, so that we get the solution
4 — sinz

z—2

= —4q7i.

z2=0 '

14. z = 0 lies inside the contour; the solutions of ¢ — 2i = 0 lie outside because ¢* =
2i, z = In 2 * 2ni, and |In 2i| > In 2 > }. We thus obtain the answer

eZ

& — 2i

_ 2mi
=0 1 —2i

2mi = —0.87 + 047 =~ —2.51 + 1.26i.

16. 472 — 8iz = 4z(z — 2i) = 0 at z = 2i in the “ring” in the figure and at z = 0 not in
the ring. Hence

ari - sin 2 i
=—.— = TsinhZ = 2.849;.

dz =2mi-—-

3€ sin z 1 singz
c 422 — 8iz 4 z

Section 13.3. Problem 16

18. zo = i lies inside the large circle; —i and —1 lie outside. The integral over |z|
is zero by Cauchy’s theorem. Hence
1 (z + 1 +1 +i
Lo(z + 1) dzzzm_l:Ln(z . )} _ I+
¢ (z— Dz +i) z+i z=i 2i

0.2

gr(lnx/i + —?) = 1.089 + 2.467.
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20. By Cauchy’s integral theorem we can replace C by two small circles C, and C, around
1 and —1 and then apply (% get

3§|:tanz] 1 dz+§ I:tanz] 1 &
e Lz+1]z—-1 clLz—14fz+1
=2m_|:tanzj| +2m_|:tanz:| = 27ritan 1.
Z+1 z=1 Z_l z2=—1

SECTION 13.4. Derivatives of Analytic Functions, page 725

Purpose. To discuss and apply the third major consequence of Cauchy’s integral formula,
the theorem on the existence and form of the derivatives of an analytic function.

Main Content

Formulas for the derivatives of an analytic function
Cauchy’s inequality '
Liouville’s theorem

Morera’s theorem (inverse of Cauchy’s theorem)

Comments oil Content

Technically the application of the formulas for derivatives in integration is practically the
same as that in the last section. .

The basic importance of (1) in giving the existence of all derivatives of an analytic
function is emphasized in the text.

SOLUTIONS TO PROBLEM SET 13.4, page 729

Qi
2. Zm (e *sinz)’ = 2mie *(—sin z + cos z) = 2
1§ ; 2=0 z=0
25 _ 2 o
. 4, 2z =1 = G — 1) . Hence the solution is
2
2mi (@)® _ 2mi 720z _ 3mi
51 2% |ye 1200 2° |yp 32

6. Differentiating three times, we obtain the answer

2mi
'3—'( —CO0S Z)

z=0 3
8. The answer is obtained by 2n differentiations, which reproduces cos z times a factor
(—1)™. Since cos 0 = 1, we obtain (—1)"27i/(2n)!.
10. From (1) we obtain

. 1/2.
m (Zzez)" — ﬂ'i(23 + 622 + 62" _ 37mwe™ i
2! 2=1/2 2=1/2 8
12. We have to differentiate twice, so that (1) gives’
Qi .
2™ (3 + sing)!| = wi(6z — sinz)| = (sinh1 — 6)m.
2! z=1i z=1
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14.
16.

18.

20.

From (1) with n = 1 we obtain 277i/(—sin? 7) = —27i.
From (1) we obtain #=af2
2mie”)' | = 2w 2 ~ z7D)| = Lme 4
2=23 z=2i
z = 2 lies outside the contour, and (1) with n = 1 gives
Jing+3)| {1 In2
29| —M—M8 —— =2mi|— — —] .
z2=2 .4 6 9

TEAM PROJECT. (a) If no such z existed, then |f(z)] = M for every ||, which
means that the entire function f(z) would be bounded, hence a constant by Liouville’s
theorem.
. n_ .n Cn—1 Co
b)) Letf@) =cy+cyz+- -+ c 2" =7z (cn+——+---+—) , Cp 0,
n > 0. Set [z| = r. Then z z

ff > r" (lcnl - '%‘ﬂ ————— '—cii—l)

and |f(2)] > 3r™|c,| for sufficiently large . From this the result follows.

(c) |e| > M for real z = x with x > R = In M. On the other hand, le*| = 1 for any
pure imaginary z = iy because |¢%| = 1 for any real y (Sec. 12.6).

(d) If f(z) # O for all z, then g = 1/f would be analytic for all z. Hence by (a) there
would be values of z exterior to every circle |z] = R at which, say, |g(z)| > 1 and
thus [f(z)| < 1. This contradicts (b). Hence f(z) # 0 for all z cannot hold.

SOLUTIONS TO CHAPTER 13 REVIEW, page 730

16.
18.

20.

- 22,

—64/35

The four integrals along the four edges of the rectangle have the value 2,
—1 + cosh 1, =2 cosh 1, —1 + cosh 1. The sum is 0.

z = 0 and z = 2 both lie inside the contour. Hence we obtain —2i — 24ri = —44ri
(clockwise integration!).

2
3

_mi

(ez)m
=1 3

. 2(f) =t + it® (0 = ¢ = 3). Hence the integral takes the form

3 2 AP 9 243
ft(1+3it2)dt= — + 3i— == 4+ =
0 2 2

4 Jimo 4
26. 2mi — =27%
cos® mz [,oq -
28. z(r) = 3¢* (0 = t = §m), £ = 3ie™. Hence the integral is
/2 1 ) )
[ F3ieta=emz 11,
o 3
. cos 4z 32i
30. 27i 3 = —-——7
4z z=w/4 ™
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Major Change

Laurent series have been moved to Chap. 15, a better place because of their use in residue
integration. '
Furthermore, the section on uniform convergence (Sec. 14.5) has been made optional.

SECTION 14.1. Sequences, Series, Convergence Tests, page 732

Purpose. Since not too much changes in the transition from real to complex sequences
and series, this section can almost be regarded as a review from calculus plus a presen-
tation of convergence tests for later use.

Main Content, Important Concepts

Sequences, series, convergence, divergence
Comp_arison test (Theorem 5)

Ratio test (Theorem 8)

Root test (Theorem 10)

SOLUTIONS TO PROBLEM SET 14.1, page 740

2. Yes, no, (1 + i) 4. Yes, no, =1, *i
6. No, because z,, = (cosh nm)/n 8. Yes, yes, 0
10. Choose € > 0 arbitrary. By the definition of convergence there exists N(e) such that
|z, — 1| <€ |z,* — I1*| < e for all n > N(€). Hence for all these 7,
len + 2a* = U+ )] = |z = 1+ 2% = 1| = g — 1] + % - 1| < e

This proves the assertion.

12. Convergent, the sum being ¢20+30¢,

1 1
14. Convergent since < — and 2, — converges.
g [+ n? 2 n? 8
16. This series converges by the ratio test because
(n+ HY> @) (n+ 1)? 1

e .
@n+2)! () Q2n+2)2n+1) 4
18. Divergent since 1/Inn > 1/n (n = 2, 3, - * ) and the harmonic series diverges.
20. TEAMPROJECT. (a) By the generalized triangle inequality (6), Sec. 12.2, we have

lzn+1 +tee-t Zn+p' = |Zn+1| + Izn+2! +toeee+ Izn+pl'

Since |z| + |zg| + - - - converges by assumption, the sum on the right becomes less
than any given ¢ > 0 for every n greater than a sufficiently large N and p = 1,
2, - - -, by Cauchy’s convergence principle. Hence the same is true for the left side,
which proves convergence of z; + z, + - - - by the same theorem.

(c) The form of the estimate of R,, suggests we use the fact that the ratio test is a
comparison test based on the geometric series. This gives
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: Wn+2 Wnis
Rn=Wn+1+Wn+2+"'=wn+1 (1+'—+_—+'.' ’
Wp+1 Wr+1
Wn+2 Wnig Wn+3 Wnaa
—| =g, _ =42, etc.,
Wp+1 Wrii Wnto Wrn+1
2 _ lwn+1,
an|§IWn+1|(1+q+q+"')_l .
-9

(d) For this series we obtain the test ratio e

Iin+1+i n |  n [+ 1% +1
2| n+1 n+i 2n + 1) n?+1

_ 1 n* + 2n% + 242 <1
CaVrtrmP Pt on 1 20

from this with ¢ = 1/2 we have

3 |wn+1|_|n+1+i|_'\/(n+1)2+1

l-qg 2n+1) 2*n+ 1)

R, < 0.05.

Hence n = 5 (by computation), and

31 661
§=_——+ —=i=0.96875 + 0.688542i.
32 960

Exact to 6 digits is 1 + 0.693147i.

SECTION 14.2. Power Series, page 741

Purpose. To discuss the convergence behavior of power series, which is basic to our fur-
ther work (and which is simpler than that of series having arbitrary complex functions as
terms).

Proof of the Assertions in Example 6

R=1/1L folloxvs fromR = 1/l~by noting that in the case of convergence, L = 7 (the only
limit point). [ exits by the Bolzano—Weierstrass theorem, assuming boundedness of

{Va,|}. Otherwise, V |lan| > K for infinitely many » and any given K. Fix z # z, and
take K = 1/jz — zo| to get :

Viaa@ — 20" > Klz — z) = 1

and divergence for every z # z, by Theorem 9, Sec. 14.1.
Now, by the definition of a limit point, for a given € > 0 we have for infinitely

many n
T—e<Va,)<T+e
hence for all z # z; and those n,

*) (= 9z — 2o < Vianz — 2" < T+ o)z ~ 2]
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The right inequality holds even for all n > N (N sufficiently large), by the definition of
a greatest limit point. .

Let T = 0. Since m = 0, we then have convergence to 0. Fix any z = z; # 2o
Then for € = 1/(2|z; — zo|) > 0 there is an N such that m < e for all n > N, hence

. 1
lan(zi — z0)™ < €2y — 2" = o

and convergence for all z; follows by the comparison test.
Let I > 0. We establish 1// as the radius of convergence of (1) by proving

convergence of the series (1) if |z — zo < 177,
divergence of the series (1) if [z — zo| > 1/I.

Let |z — zo| < 1/I. Then, say, |z — z|l = 1 — b < 1. With this and
€= b2z — 7| > 0 in (*), for all n > N,

Vlanz — 20" <Tlz = 2ol + ez = 20/ =1 b +3b <1,
Convergence now follows from Theorem 9, Sec. 14.1.

Let |z — zo| > 1/T. Then |z — 2ol = 1 + ¢ > 1. With this and € = ¢/(2[z — z[) >0
in (*), for infinitely many =,

VNanz — 20" > Tl — 2] — €lz — 2ol =1+ ¢ — 3¢ > 1,

and divergence follows.

SOLUTIONS TO PROBLEM SET 14.2, page 745

2, 3, - 4. 0,4 6. i, bla 8.0, 1/V2
10. —1, 4 (the reciprocal of R in Example 5 of the text)
12. The quotient in (6) is

a® [(n+ 1"+ n" 1 1
o Y1) mA Dt iy e
n! (n ! n (1 " _)
’ n
Hence the answer is 3i, 1/e.

14. 0, »

16. 0, V2 (not 2; see Team Project 20)

18. 0,1/6

20. TEAM PROJECT. (a) The faster the coefficients go to zero, the smaller |@p+1] is,
compared to |a,|, and the larger |a,/a,.1] = R becomes.

(b) (i) Nothing. (ii) This multiplies R by 1/k. (iii) The new series has radius of con-
vergence 1/R.

(c) InExample 6 we took the first term of one series, then the first term of the other,
etc. We could have taken, for instance the first three terms of one series, then the
first five terms of the other, then again three terms and five terms, etc. Or we
could have mixed three or more series term by term.
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an

@ X a2 = a, @ 2 < R = lim

n—>00

hence  |z] < VR

Gn+1

SECTION 14.3. Functions Given by Power Series, page 746

Purpose. To show what operations on power series are mathematically justified and to
prove the basic fact that power series represent analytic functions. »

Main Content
Termwise addition, subtraction, and multiplication of power series
Termwise differentiation and integration (Theorems 3, 4)
Analytic functions and derivatives (Theorem 5)

Comment on Content :
That a power series is the Taylor series of its sum will be shown in the next section.

SOLUTIONS TO PROBLEM SET 14.3, page 750
2. Set f =Vn and apply I'Hopital’s rule to In f,

. . Inn . 1/n .
11m1nf=11m—=11mT=0. Hence lim f = 1.
n
4. 1 .
- -tn—k+1
6. (Z) = n(n ) k'(n ) consists of the fixed k!, which has no effect on .
R, and factors n(n — 1) +-- (n — k + 1), as obtained by differentiation. Since

3 (z/m)" has R = m, the answer is .
8. V'5/3. The root appears because of 72" = @™
10. . This is (36) in Appendix A3.1, except for a constant factor, and with z instead
of x. . :

12. 1/4 because 1/(n + 1) results from integration, and for the series without this factor
in the coefficients we have in (6), Sec. 14.2,

Cn)Y(n1)? N (n + 1) 1

Cn+2Um+ DY Qu+D2n+2) 4

14. = because 3n(3n — 1) results from differentiation, and for the coefficients without
these factors we have in (6), Sec. 14.2,

1/n™
Un + )=+

+ n
=(n 1) n+1) —» o as n — oo,
n

16. This is a useful formula for binomial coefficients. It follows from.

P q
A+2°0 +27=3 (p)z”E (q)zm

n=0 W/ o \IN

p+q
=1 +grre=3 (p ’ q)z’

=0 r
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by equating the coefficients of z” on both sides. To get z"z™ = z” on the left, we
must have n + m = r; thus m = r — n, and this gives the formula in the problem.

18. The even-numbered coefficients are zero because f(—z) = —f(z) implies

a2m(_z)2m = aszZm
20. TEAM PROJECT. (a) The list is

1, 1, 2, 3, 5, 8§ 13, 21, 34, 55, 89, 144, 233.

- 2
= ~d9, 7"

In the recursion, a,, is the number of pairs of rabbits present and a,,_ is the number
of pairs of offspring from the pairs of rabbits present at the end of the preceding
month,

(b) Using the hint, we calculate

oo

(1—z2-2)2 az™ =2 (@ — ap1 — 22" = 1,

n=0 n=0
where a_; = a_p = 0, and Theorem 2 gives gy = 1, a; — a9 = 0,
Gy, — Gp_q — Gy_o = 0forn = 2,3, - - - . The converse follows from the unique-

ness of a power series representation (see Theorem 2).

SECTION 14.4. Taylor Series and Maclaurin Series, page 751

Purpose. To derive and explain Taylor series, which include those for real functions
known from calculus as special cases.

Main Content
Taylor series (1), integral formula (2) for the coefficients
Singularity, radius of convergence
Maclaurin series for ¢, cos z, sin z, cosh z, sinh x, Ln (1 + 2)
Theorem 2 connecting Taylor series to the last section

Comment
The series just mentioned, with z = x, are familiar from calculus.

SOLUTIONS TO PROBLEM SET 14.4, page 757

2. D 7% R = 1, singularities at *+1, *i

1Ms

4 1-32+4 - A+ - R=w

6. Q- o =2+3+42+52+622+--;R=1

n=1
8. The series is

f=z+ 2 3+ z + +
=z z z z
1-3 1:3-5 1-3:5-7
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10.

12.
14.

16.

18.

20.

22,

26.

It can be obtained in several ways. (a) Integrate the Maclaurin series of the inte-
grand termwise and form the Cauchy product with the series of %, (b) f satisfies
the differential equation f' = 2zf + 1. Use this, its derivatives " =20 + zf",
etc., f(0) = 0, f'(0) = 1, etc., and the coefficient formulas in (1). (c) Substitute

=] o0
f=2 a;z"and f' =3 na,z* " into the differential equation and compare coef-

n=0 n=0
ficients; that is, apply the power series method (Sec. 4.1).
A A 1
T tss Tqmt T R
5 20 713
s Taw Tem T Ree
First of all, since sin (w + 2#%) = sin w and sin (7 — w) = sin w, we obtain all val-

ues of sin w by letting w vary in a suitable vertical strip of width =, for example, in
the strip —7/2 = u = 7/2. Now since

. (W .) : (71'+ .) h
sin \— —iy] =sin{— + iy) = cos
2 y > y y
and

(5 -9) (-5 ) - e
sin { ——- =iy} =sin | —— + iy} = —coshy,

> y 5 y _ Y
we have to exclude a part of the boundary of that strip, so we exclude the boundary
in the lower half-plane. To solve our problem we have to show that the value of the
series lies in that strip. This follows from |z| < 1 and

(350
Re[z+ = +--.
23

128 1 |7?
e SN I ¥ IR
T3 ! I+ 53

fIA

T
=sin"l7 <.

: 2
1 -m-n — Q. =
A=z =) =i i"z— i R=1

n=0 »
@+ 1) —1P=-14+5z+1) - 10 + D? + 10z + 1) = 5z + 1)* +
4+ 1)°

) 1 T 1 s 1\3
€os z = —sin wz—Efn- =-——lz——) + -Z}) —++; R=o

1! 2) 3 \* 2
14— — P+ g - '4+i —mf+--; R=w
2!(2 M) 4!(z i) ol (z — mi) ; =
1 2i 3 4i 5
Ty TRt =@+ @ - - —(—i)t+--; R=2
P L el ) 62 @71
We obtain
) 1 1 1
cos“z=—+ —~cos2z=—— —cos 2z —
2 2
2
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1

28. TEAM PROJECT. (@) (Ln(1 +2) =1-z+ 2% =2*+ =+ = ——.
Z

1 © :o(n) 1 =) _l’n
(C) sin(z+—77) =Ew‘zn=2 ( ) Z2n=COSZ

2" T2 n = en T

(d) For y # 0 the series
(—n" it 1

Sindy o o o
_ Dt e L
iy EO ant E‘O @n+ 1’

has positive terms; hence its sum cannot be 0.

SECTION 14.5. Uniform Convergence. Optional, page 759

Purpose. To explain uniform convergence and its application to power series (Theorem
1). To explain the two main reasons for the importance of uniform convergence (Theo-
rems 2 and 3).

SOLUTIONS TO PROBLEM SET 14.5, page 766

2. This Maclaurin series of cosh z converges for all z. Use Theorem 1.
n

. S = 1 = — and 3 27" converges. Use the Weierstrass M-test.

IZIZn +1 Izln o -

6. |tanh™ |z]| = 1, 1/n(n + 1) < 1/n? and 3 1/n® converges. Use the Weierstrass M-test.
8. R = 5; uniform convergence for 7] =5 — §, 8§ > 0.

10. R = oo; uniform convergence on any bounded set.

12. [tanhn®| = 1. Convergence for |z?| < 1/6. Uniform convergence for
|24 = 1/V6 — 6, 6> 0.

14, TEAM PROJECT. (a) Convergence follows from the comparison test (Sec. 14.1).
Let R,(2) and R,,* be the remainders of (1) and (5), respectively. Since (5) converges,
for given € > 0 we can find an N(e) such that R,* < € for all n > N(e). Since
Ifm@| = M,, for all z in the region G, we also have |R,(z)| = R,* and therefore
|R.(2)| < € for all n > N(e) and all z in the region G. This proves that the conver-
gence of (1) in G is uniform.

(b) Since fo + f1 + - - * converges uniformly, we may integrate term by term, and
the resulting series has the sum F(z), the integral of the sum of that series. There-
fore, the latter sum must be F'(z).

(c) The converse is not true.

(d) Noting that this is a geometric series in powers of ¢ = (1 + z)~", we have
g=1+ 2 <1, 1<|1+ 2% = (1 +x®— y?? + 4%, the exterior of a
lemniscate. The series converges also at z = 0.

4.

(e) We obtain
2 ——-—=x2|:—1 + —-——i|
* m% (1 + x®™ ' m2=1 (1 + x&™
. 2
= %+ e
. .
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2
16. 5] =~

L
- 2
| #6ysin fL— dx| < — ML, where M is such that |f(9)| < M on the in-
(1]

terval of integration. Thus |B,,| < K (= 2M). Now when ¢ = >0,

. ATX T o a2
|| = anmTe ATt < e~ An’to

because

. nmx . . ‘ .
sin Tl = 1 and the exponential function decreases in a monotone fash-

ion as ¢ increases. From this,

ou,

vl [=An2un] = A 2u,| < A 2Ke™*%%  when 1= fo-
!

CRITT

® v
Consider >, A,2Ke™*"_Since A, = , the test ratio is

n=1

K A2 it +1\2 2
)"”; eXp (= An+1lo) ( " 1) exp l: —@n + 1)(2) zO:' -0
A K exp (=A%) n

as n— », and the series converges. From this and the Weierstrass test it follows that

9
2 — converges uniformly and, by Theorem 4, has the sum a—u etc.
t

SOLUTIONS TO CHAPTER 14 REVIEW, page 767

16.
20.

24.

26.

28.

30.

(1 —2°% R=1 18. R=o
R=4 22. ¥, R=oo
z—2i\1
1-— -] , R=5
( 4+3i)
&2 = Rle—fmirai _ _ 2(2———111)__2 __(z_ Wi)n; R=o
. nOn'
1 3 1
(z + 3 — 4iy? 5 z )?
_ 3 - 42| 1 Par
_3—4td2(_) (3—41)“
3+ 422 3+ 4§
ik 2 )@ +1)( )z”
252 2
and

25
<1, lzl<?=5, R=35,

(3+4i)
Z
25

the distance of 3 + 4i from z = 0. .
In3+3z-3)—Fsz-3°+&c—3%—---: R=3
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32.

4.

36.

38.
40.

1 — 4i(z — i) — 6(z — i)®> + 4i(z — i)® + (z — i)%, a binomial expansion also read-
ily obtainable from Taylor’s theorem.

( : ) 1( : )3 1( : )5
—Nz——m| +\z—77| — T\~ 7 + =
2 3! 2 5! 2
1
=—sin(——7r);R=oo
2

|30 + 10i| = V1000 > [31 — 6i] = V/997. No, by Theorem 1 in Sec. 14.2. Smaller
numbers serving the same purpose are 5 + 4i and 6 + 2i; then I5 + 4i| = V41 >
6 + 2i| = V40. '

|2 =7-88>0

R = 0, the series converges only at the center z = —1, so that uniformity of conver-
gence loses its meaning. '




CHAPTER 15 Laurent Series, Residue Integration

Major Change

Laurent series, formerly in the previous chapter, have now been placed into this chapter,
because of their main application, which is residue integration, '

Applications to real integrals has been’ shortened because their practical importance
seems to have decreased. '

SECTION 15.1. Laurent Series, page 770

Purpose. Next in importance after power series are Laurent series, converging in an an-
nulus, and we explain here their theory and technique of application.

Comment on Content

The Laurent series of a given function in a given annulus is unique; this is essential in
view of our various methods and tricks of derivation. Because of our later work (residue
integration!), two facts should be emphasized: (i) a function may have different Laurent
series in different annuli with the same center, and (ii) the series converging in an im-
mediate neighborhood of a singularity (except at the singularity itself) is of particular
interest because it will give the residue (defined as the coefficient of the term of the
power 1/7).

SOLUTIONS TO PROBLEM SET 15.1, page 775

2. Divide the Maclaurin series of sin 7z by z? to obtain the answer

T ™ . 5
— it 2P 0<ld<o,
z 3! 5! 7! g
4. Using the sum formula for the geometric series, we obtain the answer
1 2 3
Ty lmem -2 0<d< 1
6.2_5—52_4+32ﬁz‘3—12752"2+—-'-; 0<|g <o
8. Using the sum formula for the geometric series, we obtain
1 1 1 & zm & 1 & A |
PR DL i § SR I
2 < < m=0 m: n=0 z n=0 ‘m=0 m:

1 2 3 .
=—=+2+ —-z+—22+—7 Ty 0<,Z|<1-
b4

10. The function is the same as in Prob. 8, but we now have the center z, = 1. (In Prob.
8 the center was 0.) We obtain

_e(z—1)+1 —e _1°°
C-DA+E-1) z-1° ==
_ oo n —]_m
— E(E( ,))(z—l)"
Z_1n=0 m=0 m:
1 1 1 3
=e(_z—1_E(Z—l)+§(z_1)2—§(2—1)3+—-'-); R=1
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2.1+ — :
) =1 (- 1?

i
14. sinz = sin(z — 7 + 3m) = 3 (sin (z — 3m + cos (z — }m). This gives the
answer :

1
le—im?+e—m7 - i-de-im+He-im*+-; R=w
16. e®[(z — b)) + a + 3a®(z — b) + Bz -2+ R=o
18. The answer is the Laurent series, which is the sum of the two series

1 1 _1_+i 1 i+ ||>1
z—i 1 —-ik)y =z 22 £ (iz )

and
1 -1
z—2i 21 — z/2i)

=L+ -2 -l ittt (2 <2
20. The answer is the Taylor series that is the sum of the two series

1
=L+ 3z + i) LG+ e+ i) it D
Z—1

and
1

z— 2

=Li+ i@+~ iz + i) — gile + P+ i +i)E+ -

22. TEAM PROJECT. (a) Let >, a,(z — zo)" and >, c,(z — 2o)" be two Laurent
series of the same function f(z) in the same annulus. We multiply both series by
(z — zo) ! and integrate along a circle with center at z, in the interior of the an-
nulus. Since the series converge uniformly, we may integrate term by term. This yields
2miay, = 2mic,. Thus, ai, = ¢ forallk =0, *1,- - -,
(b) No, because tan (1/z) is singular at 1/z = * /2, *37/2, - - -, hence atz = *2/m,
*+2/3q, - - -, which accumulate at 0.
(c) These series are obtained by termwise integration of the integrand. The second
function is Si(z)/z3, where Si(z) is the sine integral [see (40) in Appendix A3.1].

Answer: , )
1.1,z 2
z 212 313 414 ’
1 1 72
— . —— + — + .« .
22 313 - 515

SECTION 15.2. Singularities and Zeros. Infinity, page 776

Purpose. Singularities just appeared in connection with the convergence of Taylor and
Laurent series in the last sections, and since we now have the instrument for their classi-
fication and discussion (i.e., Laurent series), this seems the right time for doing so. We
also consider zeros, whose discussion is somewhat related.
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Main Content, Important Concepts

Principal part of a Laurent series convergent near a singularity
Pole, behavior (Theorem 1)

Isolated essential singularity, behavior (Theorem 2)

Zeros are isolated (Theorem 3)

Relation between poles and zeros (Theorem 4)

Point o, extended complex plane, behavior at o

Riemann number sphere

SOLUTIONS TO PROBLEM SET 15.2, page 780

2.
4.

10.
12.
14.

16.
18.

*1, xi; fourth order
(1 = 2n)mi/4 (second order) because
cosh2z =3(e* + e7%) =0, ¢¥=—1, 47=1n -1 =1 =% 2n)mi.
3w+ 2nmn=0,1,- - tenth order '
- TEAM PROJECT. (a) f(z) = (z — 20)"g(z) gives

f'@ = nz — 20" *g(@) +(z — z0)"g' (@),
which implies the assertion because 8(zg) # 0.

(b) f(z) as in (a) implies 1/f(z) = (z — 20)"h(z), where h(z) = 1/g(2) is analytic at
Zo because g(z,) # 0. ' »

(¢) f(z — k = 0 at those points. Apply Theorem 3.

(d) f1(2) — fo(z) is analytic in D and zero at each Z,. Hence its zeros are not iso-
lated because that sequence converges. Thus it must be constant since otherwise
it would contradict Theorem 3. And that constant must be zero because it is zero
at those points. Thus f;(z) and f5(z) are identical in D.

%1, *3, +5, - - - (simple poles);  (essential singularity)

% (essential singularity)

+2i (essential singularities). These are the solutions of 22+ 4 = 0. Also, fw) =

cosh [w?/(1 + 4w?)] is analytic at w = 0. Hence the given function is analytic at o,

—1i (essential singularity)

7/4 £ nar (simple poles). These are the points where the sine and cosine curves in-

tersect. They have a different tangent there, hence their difference cos z — sin z can-

not have a zero derivative at those points; accordingly, those zeros are simple and
give simple poles of the given function. To make sure that no further zeros of
€Os z — sin z exist, one must calculate

(1 1y . + 1 + 1Yy . 0
Ccosz —singz = 2 T o )e %] =0
and by simplification,

. . W .
2% = | z=—4—in7r, n=0,1,---,

so that we get no further solutions beyond those found by inspecting those two curves.
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20. For |z| small enough we have [1 + z > UV2, |1 — ¢ > 1/V2; hence
1—22=]1+2[1l —2>12and

_on_

3 =P

b4 b4
This motivates the proof.
To prove the theorem, let f(z) have a pole of mth order at some point z = zo. Then

1 — 2

1
>—2*rz|§ — ® as |zl — 0.

b’m bm—l
= +
f@ z—z™ (- z™

b
= |:1+bm_1(z—zo)+---:|, b, # 0.

(2 ™ bum
For given M > 0, no matter how large, we can find a § > 0 so0 small that
b D1 1
——-82 >2M  and 1+.Z‘m (2—2z) +- " >5

for all [z — zo| < 8. Then
bl 1

> M.
am 2

f@)| >

Hence |f(z)| — ® as z — zp.

SECTION 15.3. Residue Integration Method, page 781

Purpose. To explain and apply this most elegant integration method.
Main Content, Important Concepts

Formulas for the residues at poles
Residue theorem (several singularities inside the contour)

Comment

The extension from the case of a single singularity to several singularities (residue theo-
rem) is immediate.

SOLUTIONS TO PROBLEM SET 15.3, page 786

2. 0 (at0)
4. -1 @ @n+ Du2,n=0, x1, £2,-- )
6. (- @@t @2n+ w2, n=0,*1, %2, )
8. —18; (at 2i), i (at —i)
(ez)” . 1
10. 2| =-3
12. 722 — 4z — 5 = (z + 1)z — 5). Simple poles at —1 [residue (—1 — 23)/(—1 — 5)
= 4 by (4)] and 5 [residue (5 — 23)/(5 + 1) = —3], both inside C. Answer:
27i(4 — 3) = 27i. :
14. Simple poles at +3. By (4) the residues are

sinz 1
8z 8

Z sin z.
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This gives the answer
2milg - 3 sing + §(—3) sin (—2)] = Lmi sin 3
16. Simple poles at —1, 0, 1. Equation (4) gives (¢* + 2)/(3z% — 1), hence (¢! — 1)/2,

—1, (e + 1)/2, respectively. Answer: 2mi(cosh 1 — 1).
18. Simple pole at z = i/2 with residue

R sinhz _ sinhgi i 1
e 20 2 2y
Answer: —mrsint = —1.506.

20. sin4z = 0 at 0, = 7/4 (inside C), £7/2, - - - (outside C). This gives three simple
poles at —m/4, 0, 7/4 to be taken into account, with residues

— —p 2 —_2, 2
22 e % e /16 1 e w4/16

e
R = = - 2 - 9 - b
z=ezso sin 4z 4 cos 4z, 4 4 4

respectively, and by the residue theorem the gnswer

% (1 — 2e~716) = _.1245;.

SECTION 15.4. Evaluation of Real Integrals, page 787

Purpose 1. To show that certain classes of real integrals over finite or infinite intervals
of integration can also be evaluated by residue integration.
Comment on Content

Since residue integration requires a closed path, one must have methods for producing
such a path. We see that for the finite intervals in the text, this is done by (2), perhaps
preceded by a translation and change of scale if another interval is given. (This is not
shown in the text.) In the case of an infinite interval, we start from a finite one, close it
by some curve in complex (here, a semicircle; Fig. 360), blow it up, and make assump-
tions on the integrand such that we can prove (once and for all) that the value of the in-
tegral over the complex curve added goes to zero.

Purpose 2. Extension of the second of the two methods just mentioned to integrals of
practical interest in connection with Fourier integral representations (Sec. 10.8) and to
discuss the case of singularities on the real axis.

SOLUTIONS TO PROBLEM SET 15.4, page 793
2. The denominator is
25— 24cos0=25 - 12z + 27 = ~12772% — Bz + 1)
= —12:7 - e - 9.
Two simple poles, atz = 4/3 (outside the contour) and at 7 = 3/4 (inside). From this
and df = dz/iz we obtain the answer
i 1 2w
12 3/4 — 4/3 7
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4. Using (2), we obtain for the integral

10.

35 1z + 12) _ jg 2Z2+1
c [3+ (172i)z — 1t “ o+ 6iz — 1]

=9§ 22+ 1 i
¢ 2z — 7))z — 29) ?

The residue at the simple pole z = 0 is 1/(—1) = ~1. The two other poles are at
z71=(3+ \/§)i inside the unit circle and z, = (—3 — \/§)i outside the unit cir-
cle. From (3), Sec. 15.3, we obtain at z, the residue

22+1 _ —(-3+VB2+1 —16+6V8

4w — ) (3 + Va)i-2V8i  —16+ 6V

Answer: 0.

This also follows by noting that the integral from 0 to 37 equals minus the inte-
gral from 37 to  (set 6 = 7 — 6*) and the integral from 7 to 27 equals minus the
integral from 37 to 2.

. Using (2), we obtain for the integral

5-=|z—= 2o =iz 1
2iZ Z Z 74

3

ff; dz - _Ejg A _355 %
c_( 3( 1)) 3Jc 10 | 3Jc@—=3)@z—inB)’
iz :
The residue at the pole at i/3 is
2 1 1

3 i3 -3 4

Answer: 2mi(—3) = 3m.

. The integral equals

1 1+2z+2z7Y 1 3§ 222+ z+2
— - Z = X
i Jo 717 — 4z + z7Y)] —4iJo 2z — )@z — z2)

where z; = 1/4 (inside the unit circle) and z, = 4 (outside) give simple poles. The
residue at z = 0 is 2/z,2, = 2, and at z = 1/4 it is

216+ 1/4+2 38

AU —4 15"
This gives the answer

2m (2 _ z&) _4m

—4i 15 15 °

Simple poles at z; = (2 + 2i)/V/2 and zp = (=2 + 2i)/V2 in the upper half-plane
(and at (2 — 21)/\/_ 2 in the lower half-plane). From (4) in Sec. 15.3 we obtain the
residues

/47,3 = (=1 — )/(32V2), 14z, = (1 — i)I(32V2).

Answer: T/ (8\/5).
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12.

14.

16.

18.

20.

22.

Third-order pole at z = i (and at z = —; in the lower half-plane) with residue

1 1 0" 6
2 L@+ 0?0 @)

Answer: 21 - 6/(2i)° = 37/8.

Second-order pole at z; = 1 + 2i in the upper half-plane (and at z, = 1 — 2i in the
lower) with residue

1 ] _ =2 -2 1
Le=1+20% |, @ -2 @) 3
Answer: 2mwi(1/32i) = #/16.

Simple poles at i and 3 in the upper half-plane (and at —; and —3i in the lower) with
residues
1 1 1 _ 1
@E+DEE+Dm 1607 (P + 1)z +3) |, 48

Answer: 2mi(1/16i — 1/48i) = #/12.
Simple pole at z; = 4(~1 + iV/3) (and at 2(—1 — i\/3 in the lower half-plane), with
residue
e e—\/.';
V3 3
Answer: —2me=Y3(sin 1)/V/3 [by (10)].

Second-order poles at z; = i and 22 = —i (in the Iower half-plane). By (5), Sec. 15.3,
we get the residue

P 2

,:(Z + i)z] e+ B [2iz + i) — 2]

Multiplying the imaginary part —3¢~%/4 by —2m gives the answer
3me=%/2 = 0.6378.

(cos 1 — isin 1).

e2 2
= ——5 (=6) = —3e¢~%/4.
(2i)?

z=%

Z% — 2z = z(z — 2i) shows that we have simple poles at 0 and 2; with residues [by
(3), Sec. 15.3]
1 i 1 i
22 z=0=5 and ;z=2i=_5
The answer is
mi(if2) + 2mwi(—if2) = 72,
. 22 = 1 = 0 has the solutions 73 = 1, z5 = —1 on the real axis, zz = i in the upper

half-plane (and —; in the lower). By (4), Sec. 15.3, the residues at the first three of
these four simple poles are

1 1 1 1
—'13=_, —_13=__’ >
4 4 4( ) 4 4 4

so that (14) gives the answer
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26. TEAM PROJECT. (b) The integral of e along C is zero. Writing it as the sum
of four integrals over the four segments of C we have

b ~a 0
—x2 . —g2 2__ ; 2 —x2_9; c—a2 | 2 5
f e = dx +ie”® fey 20yt dy + €° f e~ T gy + je fey +2ayi gy = 0.
-a 4] a b

a

a2

Let @ — . Then the terms having the factor e~ approach zero. Taking the real part

of the third integral, we thus obtain

-

oo

—00 . =) Lol
—2 —y2 —h2 —p2 —h2
e”‘costxdx=2f e T cos2bxdx = e bf e~ dx = eV,
1] —o0
—h2
Answer: 1e~° V.

(c) Use the fact that the integrands are odd.

SOLUTIONS TO CHAPTER 15 REVIEW, page 794

22. 6mri because C contains only the pole at z = 3 in its interior.

24. 22 -9z =zz+3)Nz—3)=0atz=-3,0,3 gives simple poles, all three inside
C: |z = 4. From (4), Sec. 15.3, we get the residues

152+9 15z +9 =36

Res = =—= =2
z2=-3 72—-9z 3722 —-9|,-.—3 18

and similarly, at O the value 9/(—9) = —1 and at 3 the residue 54/18 = 3. Since all

three poles lie inside C, by the residue theorem we have to take the sum of all three
residues, which is zero. Answer: 0.

26. Simple poles at z = —1/2, 1/2 with residues [by (4), Sec. 15.3]

22sinz _ 202 sin zg 1 1 1

l}fzso 21 82 =§zosmzo=gsm~2—.

Answer: 2mi -+ 2 - %5 sin} = 3wisin} = 0.3765i.
28. Pexpz? = Gexpz?’, so that indefinite integration (because of independence of
path) gives, with (1 + i)* = —4,

LIS L |

I v

Answer: (e — e~%/4 = 0.6750. No. /

30. From the Maclaurin series of sinz we see that the residue is 0 for odd » and

(e — e™).

(=1D)®*22)( — 1) for.n = 2, 4, - + - . Multiplication by 27ri gives the answer.
32. Simple pole at 0, residue [by (4), Sec. 15.3]
cosh z _
(sinh z)’

Answer: 21ri.
34. The integral equals

?Q -2 _ _3(; Z2-1 &
c if3 + 3 + 1/7)] c 2 +6z+1]
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36.
38.

40.

At the simple pole at z = 0 the residue is —1 (not counting the minus in front of the
integral). At the simple pole at —3 + V8 (inside the unit circle) the residue is

(=3+V82—1
(-3 + V8)2/8
Answer: 0.
/60
Simple pole at z; = i/2 in the upper half-plane (and at —i/2 in the lower) with residue

1/(8zy) = —il4. Answer: 2mi(—il4) = /2.

Poles at z; = —3 + iV/3/2 and z, = —% — iV/3/2 (both simple). We need, using (3)
in Sec. 15.3,

iz iz
e

Res = = e VB32(c _ i) /iV/3)
=2 (2 —20@Z—2) 71— 2.
= —ie ~V32(c — i3,

where ¢ = cos 3 and s = sin4. Taking 27 times the real part of this, we get the
answer

~2me~V32 (sin})/\V/3 = —0.7315.
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This seems perhaps the most important justification for teaching complex analysis to en-
gineers, and it also provides for nice applications of conformal mapping.

SECTION 16.1. Electrostatic Fields, page 799

Purpose. To show how complex analysis can be used to discuss and solve two-dimen-
sional electrostatic problems and to demonstrate the usefulness of complex potential, a
major concept in this chapter.

SOLUTIONS TO PROBLEM SET 16.1, page 802

2. F(z) = 20z + 300

4. ® = 100(y + x), F(z) = 100(3 — i)z

6. 110(In r)/In 2 = 159 In r (with r measured in cm)

8. ®(r) = 20(In )/In 2 — 10, ®(3) = 21.70 > 20
10. Yes, because near a source line its effect is much stronger than that of the other source

line, and for a single source line, the equipotential lines are exactly concentric cir-
cles.

12, ® = 110 — 50xy
14. Compare the formulas for cos™! and cosh™! in Team Project 30, Sec. 12.8, and note
that v = const in u + iv = cos™! z represents ellipses.
16. CAS PROJECT. (a) x> -~ y2  =c,xy =k
() xy = ¢, x* — y* = k; the rotation caused by the multiplication by i leads to the
interchange of the roles of the two families of curves.
() x/(x* + y?) = c gives (x — 1/2¢)® + y% = 1/4c2. Also, —y/(x? + y) = k gives
the circles x* + (y + 1/2k)® = 1/4k®. All circles of both families pass through the
origin.

(d) Another interchange of the families, compared to (c), (y — 1/2¢)® + x® = 1/4¢?, '

(x — 12k + y% = 1/4k%

SECTION_ 16.2. Use of Conformal Mapping, page 804

Purpose. To show how conformal mapping helps in solving potential problems by map-
ping given domains onto simpler ones or onto domains for which the solution of the prob-
lem (subject to the transformed boundary conditions) is known.

SOLUTIONS TO PROBLEM SET 16.2, page 807

2. Figure 315, Sec. 12.6, shows D (a semi-infinite horizontal strip) and D* (the upper
half of the unit circular disk); and ® = 2e“cos y e*siny = ¢2%sin2y = Oony = 0
and y = 7, and sin 2y on the vertical boundary x = 0 of D.

4. & = 2sinxcosxcoshysinhy = sin2xsinh2y = 0if x = Qorx = smory =0,
and 3 sin 2xsinh 2 if y = 1.
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8.

10.
12.

14.

TEAM PROJECT. We map 0 > 7, 2¢ — —ry, obtaining from (2) with b = z, the
conditions

—Zo _ Zc—zo_2c—r0
-1 2z7gc — 1 2rpc—1°

hence

1
r0=z(1 - V1 — 4¢3,

ro is real for positive ¢ = L. Note that with increasing c the image (an annulus) be-

comes slimmer and slimmer.

® = 100(1 —~ (1/a) Arg (z — 1)), F(z) = 100(1 + (i/m) Ln (z — 1)

*i are fixed points, and straight lines are mapped onto circles (or straight lines). From
this the assertion follows. (It also follows by setting x = 0 and calculating |w|.)

The function z = Z2 maps the first quarter of |Z| = 1 onto the upper half of the unit
disk Jz| = 1, the segments 0 = X = 1 and 0 = Y = 1 being mapped into the x-axis,
where the potential is zero (Fig. 372a). From this the result follows.

SECTION 16.3. Heat Problems, page 808

Purpose. To show that previous examples and new ones can be interpreted as potential
problems in time-independent heat flow.

Comment on Interpretation Change

Boundary conditions of importance in one interpretation may be of no interest in another;
this is about the only handicap in a change of interpretation.

SOLUTIONS TO PROBLEM SET 16.3, page 811

2.

4.

By inspection,
‘ Tx,y) =10 + 7.5(y — x),
the real part of

F(z) = 10 — 7.5 + i)z

A systematic derivation is as follows. The boundary and boundary values suggest that
T(x, y) is linear in x and y,

Tx,y) =ax + by + c.

From the boundary conditions,

M Tx,x -4 =ax + bx — 4) + ¢ = =20,
@ T(x, x + 4) = ax + b(x + 4) + ¢ = 40,
By addition,

2ax + 2bx + 2¢ = 20.
Since this is an identity in x, we must have a = —b and ¢ = 10. From this and D),
—bx + bx — 4b + 10 = —20.

Hence b = 7.5. This agrees with our result obtained by inspection.
T =10 + 105(Arg )/ ' '
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6.

10.

12.

14.

The lines of heat flow are perpendicular to the isotherms, and heat flows from higher

to lower temperatures. Accordingly, heat flows from the portion of higher tempera- »

ture of the unit circle |Z| = 1 to that kept at a lower temperature, along the circular
arcs that intersect the isotherms at right angles.

Of course, as temperatures on the boundary we must choose values that are phys-
ically possible, for example, 20°C and 100°C.

- TEAMPROJECT. (a) Argzor Arg wis a basic building block when we have jumps

in the boundary values. To get it as the real part of an analytic function (a logarithm),
we have to multiply the logarithm by —i. Otherwise we just incorporate the real con-
stants that appear in T(x, y). Answer:

T, — T
F¥w) =T, — i—2—Y1nw — a),
T

T*(u, v) = Re F¥(w) = T; + #Arg w — a).
T To .
() T*=—Arg(w— 1) — 7Arg(w + 1). This is the real part of
T
T
F¥*(w) = ~i P [Ln(w—1) — Lon(w + 1))].

On the u-axis both arguments are 0 for u > 1, one equals 7if —1 < u < 1, and
both equal 7, giving w — w=0ifu < —1.
(c) w — a = z% Hence Arg (W — a) = Arg z2 = 2 Arg z. Thus (a) gives

) .
T]_ + ;(Tz - Tl)Al‘gZ

and we see that T = Ty on the x-axis and T' = T, on the y-axis are the boundary
data.

Geometrically, the @ in w = a + z? is a translation, and z2 opens the quadrant
up onto the upper half-plane, so that the result of (a) becomes applicable and
gives the potential in the quadrant.

(400/) Arg z. This is quite similar to Example 3 because the smaller circular bound-

ary is a line of heat flow, as it must be for an insulated part of the boundary.
The answer is :

10
—larg@® - 1) - Arg @ + 1)]

because w = z2 maps the first quadrant onto the upper half-plane with 1 — 1 and
i+ —1. The figure shows the transformed boundary conditions. The temperature is

10 10 2 2 '
—lArgw — 1) — Arg(w + 1)) =—7T'[Arg(z - 1) - Arg 22 + 1),

in agreement with Team Project 8(b) with T = 10.
(200 Arg z)/7

T=O .v .
Section 16.3. Problem 12
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SECTION 16.4. Fluid Flow, page 812

Purpose. To give an introduction to complex analysis in potential problems of fluid flow.
Important Concepts

Stream function ¥, streamlines ¥ = const
Velocity potential ®, equipotential lines ® = const"
Complex potent1a1 F=® + ¥

Velocity V= F (z)

Circulation (6), vorticity, rotation (9)

Irrotational, incompressible

Flow around a cylinder (Example 2, Team Project 14)

SOLUTIONS TO PROBLEM SET 16.4, page 817

2. Fz) = (1 — )Kz/ V2, K positive real ,
4. F(z) = iz? = i(x® — y%) — 2xy gives the streamlines
- x%2 — y% = const.
The equipotential lines are

xy = const.
The velocity vector is
V=F = -2z = -2y — 2ix.
See the figure.

Section 16.4. Problem 4

6. Fz) = iz = i(x® + 3ix®y — 3xy% — iy®) = ~3x% + y® + i(x® — 3xy?) gives the
streamlines

x(x® — 3y%) = const.

This includes the three straight-line asymptotes x = 0 and y = *+x/V/3 (which make
60° angles with one another, dividing the plane into six angular regions of angle 60°
each), and we could interpret the flow as a flow in such a region. This i is similar to

~ the case F(z) = z% where we had four angular regions of 90° opening each (the four
quadrants of the plane) and the streamlines were hyperbolas. In the present case the
streamlines look similar but they are “squeezed” a little so that each stays within its
region, whose two boundary lines it has for asymptotes.




216

Instructor’s Manual

8.
10.

12.

14.

The velocity vector is
V = —6xy + 3i(y% — x?)
sothat Vo = 0ony = xand y = —x. See the figure.

y

Section 16.4. Problem 6

This rotates the whole flow pattern about the origin through the angle .
F(z) =2+ /2%, ¥ = (¥* — U/r®sin 20 = 0if r = 1 (the cylinder wall) or § = 0,
*7i/2, . The unit circle and the axes are streamlines. For large |¢| the flow is simi-
lar to that in Example 1. For smaller |z} it is a flow in the first quadrant around a quar-
ter of [z] = 1. Similarly in the other quadrants.
w = cosh™! z implies

z=x+ iy = coshw = cosiw = sin (iw + 1)

Along with an interchange of the roles of the z- and w-planes, this reduces the pre-
sent problem to the consideration of the sine function in Sec. 12.7 (compare with Fig.
316). Instead of (16), Sec. 12.7, we now have the hyperbolas

52 y2
sinc  cos?c

where ¢ is different from the zeros of sine and cosine, and as limiting cases, the
y-axis and the two portions of the aperture.

TEAM PROJECT. (b) We have

F@ =tz =K g+ Ko
2) = 2w T Tog E 2 BT

Hence the streamlines are circles

K
—Inlzf = const, thus |7 = const.
27
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The formula also shows the asserted increase of the potential

K
Dlx, y) = oq N8Z

if arg z is increased by 2.

1 1
(d) Fi(z) = Py In (z + a) (source). Fo(z) = “om In (z — @) (sink). The minus sign

()

has the consequence that the flow is directed radially inward toward the sink be-
cause the velocity vector V is

V=F'(z)————1—~-—1—=——l—-;
27 Z—a 2m x—iy—a

1. x-atyp
27 (x—a)? +y?’
For instance, at z = g + i (above the sink),
Ve i
T 2
which is directed vertically downward, that is, in the direction of the sink at a.
The addition gives

1 iK
F@)=z+———Inz
z 2
X K . y
=x+x2+y2+Eargz+z y— 2+y2
K
- —In Vx2+y2).
2T
Hence the streamlines are
K
Vx,y) =ImF(z) =y — A Vx? + y% = const.

2+y? ox¢
In both flows that we have added, |z| = 1 is a streamline, hence the same is true
for the flow obtained by the addition.

Depending on the magnitude of K, we may distinguish between three types of
flow having either two or one or no stagnation points on the cylinder wall. The

speed is
1 1 iK
z2 27z

We first note that |V] — 1 as |z| — oo; actually, V — 1, that is, for points at a
great distance from the cylinder the flow is nearly parallel and uniform. The stag-
nation points are the solutions of the equation V = 0, that is,

M =F@|=F@) =

K
(A) z2—;—7rz—1=o.
We obtain
ik —K2
7=—= +1
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If K = 0 (no circulation), then z = *1, as in Example 2. As K increases from 0
to 477, the stagnation points move from z = %1 up on the unit circle until they
unite at z = i. The value K = 4 corresponds to a double root of equation (A).
If K > 4, the roots of (A) become imaginary, so that one of the stagnation points
lies on the imaginary axis in the field of flow while the other one lies inside the
cylinder, thus losing its physical meaning.

SECTION 16.5. Poisson’s Integral Formula, page 819

Purpose. To represent the potential in a standard region (a disk |z| = R) as an integral
(5) over the boundary values; to derive from (5) a series (7) that gives the potential and
for |z| = R is the Fourier series of the boundary values.

Comment on Footnote 6

Poisson’s discovery (1812) that Laplace’s equation holds only outside the masses (or
charges) resulted in the Poisson equation (Sec. 11.1). The publication on the Poisson dis-
tribution (Sec. 22.7) appeared in 1837.

SOLUTIONS TO PROBLEM SET 16.5, page 822

2. =2 —rcos#
4. ® = rtcos46 — r2cos 26
6. ® =3+ 1r>cos 20 + Lrtcos 46
") /3
8. b=7—-2 (rsin0+7sin20+—3—sin30+---) .

Note that ®(1, 6) is neither even nor odd, but ®(1, ) — 7 is odd, so that we get
a sine series plus the constant term 7r.

1 2 . | 1 ..
10, d=—+ —|rsinf+ —r’sin360+ — r°sins50 + - - -
2 T 3 5
14. TEAM PROJECT. (a) r = 0 in (5) gives ®(0) = — f ®(R, a) da. Note that

the interval of integration has length 24, not 27R.

1 1
®) V2u = 0, u = g(Oh(B), g"h + = g'h+ = gh” = 0, hence by separating
variables

r25— 4+ r 2 = n? — = —n?, h = a, cos nf + b, sin né.

rzg" +rg' —n% =0. A solution is #™/R™.

(c) By the Cauchy—Rlemann equations,
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(d) From the series for ® and ¥ we obtain by addition

n=1

F@) = ay + i%0) + >, (%) [(a, — ib,) cos né + i(a, — ib,) sin nf]

= ay + V() + >, (%) (a, — ib,)e™®,

n=1
1 2 .
a, — ib, = P fo DR, a)e ™ da.

Using z = re*, we have the power series
. ~ a, — ib
Fz) = ap + i¥(0) + 2, —"RTWZ".

n=1

SECTION 16.6. General Properties of Harmonic Functions, page 822

Purpose. We derive general properties of analytic functions and from them correspond-
ing properties of harmonic functions.

Main Content, Important Properties

Mean value of analytic functions over circles (Theorem 1)

Mean value of barmonic functions over circles, over disks (Theorem 2)
Maximum modulus theorem for analytic functions (Theorem 3)
Maximum principle for harmonic functions (Theorem 4)

Uniqueness theorem for the Dirichlet problem (Theorem 5)

Comment on Notation

Recall that we introduced F to reserve f for conformal mappings (beginning in Sec. 16.2),
and we continue to use F also in this last section of Chap. 16.

SOLUTIONS TO PROBLEM SET 16.6, page 825

2. From (2) we obtain
1 2
- — 4 dio =
FO) = 5 fo Sréetia go =

as expected.
4. No, because [z| is not analytic.
6. z=1+ ¢ x =1+ cos 6,y = sin 0 gives

27

1 1
_ 20 a2 - -
277_’; (1 + 2cos 6 + cos® § — sin® 6) d6 277_.(277' +0+7—m=1,

-:—TJ;Z”le)rdrdO = %1:271'- rdr = 1.

8. x=1+cosf,y=1+sin6 & =3(1 + cos 6)%(1 + sin §) — (1 + sin 6)3. Inte-
grate over 6 from O to 2, divide by 2. This gives 2 = &(1, 1).
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10.

12,

14.

TEAM PROJECT. (a) (i) Polar coordinates show that |F(z)| = |z|? assumes its max-
imum at the boundary point 4 + 7i, namely, 65, but at no interior point. (ii) Use the
fact that |e*| = €” is monotone.

(b) F(z) is not analytic.
(c) From (7), Sec. 12.7, we obtain in a small disk with center at #/2

sin(w+i)
2 Y

This shows that the maximum of [sin z| is taken on the boundary of the disk at
1 + ir, r the radius of the disk, and equals

[1 + sinh? 7]12.

(d) The extension is simple. Since the interior D of C is simply connected, Theorem
3 applies. The maximum of |F(z)| is assumed on C, by Theorem 3, and if F(2)
had no zeros inside C, then, by Theorem 3, it would follow that |F (z)| would also
have its minimum on C, so that F(z) would be constant, contrary to our as-
sumption. This proves the assertion.

The fact that |F(z)| = const implies F(z) = const for any analytic function F(z)
was shown in Example 3, Sec. 124,
F(z) = z, 2% 7%, - - - furnish examples.

e*=e’ e =conlyatx =bh,cosy=1,cosy = 1onlyaty =0, 2, and (b, 0)

and (b, 27) lie on the boundary.

® =exp(®~y*cos2xy,D: |7l = 1,x = 0,y = 0. Yes, (43, vy) = (1, 0) is the

image of (x;, y;) = (1, 0); this is typical. (u;, v,) is found by noting that on the bound-

2

I

. o .
sin® 5 + sinh?y

=1+ sinh?y > 1 (yl > 0).

ary (semicircle), ®* = % cos (V1 — u?) increases monotone with u. Similarly for D.

SOLUTIONS TO CHAPTER 16 REVIEW, page 826

16.
18.

20.
22,

24.

D =201 —x+y),F=20—-20(1 + i)z

x+y 1 .9 9 5 . C
—— 5 = 5, &= ¢ + (y — ¢ = 2 circles through the origin with
x*+y 2c
centerony = x.
® = exp (x2 — y?) sin 2xy
Isotherms are the rays Arg z = const. Heat flows along cucular arcs from the higher
to the lower temperature.
43.22°C, which is obtained as follows. We have

Tr) =alnr+ b

b =

and at the outer cylinder,
¢)) T(10) =aln10 + b =20
and from the condition to be achieved
@) T(S) =aln5 + b = 30.
(1) subtracted from (2) gives
a(ln 5 — In 10) = 10, a=10/ln} = —14.43.
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26.
28.
30.

32.

34,

From this and (1)

b=20-aln10 = 53.22,
Hence on the inner cylinder we should have

T(2) =aln2 + b = 43.22.

¥ =x+y=const,V=1— i, flow between parallel plates sloping downward (45°)
V=z+1=x+1-iy
F(z) = 212 + 2/7

200 1 1
50— —{rcos0——rPcos360+—r%cos50 — + - - -
T 3 5 /

V=F'(z) = 27 - 2/7% = 0; solutions *1, +;




PART E. NUMERICAL METHODS

The subdivision into three chapters has been retained. All three chapters have been up-
dated in the light of computer requirements and developments. A list of suppliers (with
addresses etc.) has been included on p. 829 of the book.

CHAPTER 17 Numerical Methods in General

222

Major Changes

Updating of this chapter consists of the inclusion of ideas, such as error estimation by
halfing, changes in Sec. 17.4 on splines, the presentation of adaptive integration and
Romberg integration, and further error estimation techniques in integration.

SECTION 17.1. Introduction, page 831

Purpose. To familiarize the student with some facts of numerical work in general, re-
gardless of the kind of problem or the choice of method.

Main Content, Important Concepts

Floating-point representation of numbers, overflow, underflow,
Rounding

Stability

Sources of errors -

Error, relative error, error propagation

Short Courses. Mention the round-off rule and the definitions of error and relative error.

SOLUTIONS TO PROBLEM SET 17.1, page 836

2. —0.89217 X 102 0.50000 X 106, —0.22137 X 1072

6. 29.9666, 0.0334; 29.9666, 0.0333705

8. —99.980, —0.020; —99.980, —0.020004

10. Use the last formula in (12), Appendix A3.1. Avoiding small differences of large
numbers or expressions that may become nearly 0/0 is an important task in the de-
sign of algorithms. The problem illustrates that often a simple change in a formula
may help.

12. —0.126 X 1072, —0.402 X 1073; —0.267 X 1079 —0.849 X 1077

14, 65.425 + 17.05905 = 82.48405 = § = 65.435 + 17.05915 = 82.49415

16. 2-(9.5-19.5 + 19.5-29.5 + 29.5 - 9.5) = 2081.5 = A = 2321.5 [cm?]

18. The proof is practically the same as that in the text. With the same notation we get

lel =|x+y— @&+
==+ G-
= le; + €f = |e| + |eg] = By + Ba
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20. Since x; = 2/x; and 2 is exact, [€,(x,)| = |€,(x,)| by Theorem 1b. Since X, is rounded
to 4S, we have |e(x,)| = 0.005, hence

l€.(x1)] = 0.005/39.95.
This implies
'G(xz)l = |Er(x2)le = |€r(x1)x2|
= (0.005/39.95) - 0.0506
< 0.00001.

22. 612 —75-155+ 11.2-3.94 + 2.80 = 61.2 — 116 + 44.1 + 280 =-79

((x = 75)x + 11.2)x + 2.8 = (—=3.56 - 3.94 + 11.2)3.94 + 2.80
=(—14.0 + 11.2)3.94 + 2.8 = —-11.0 + 2.80

= —-8.2
Exact: —8.336016

SECTION 17.2. Solution of Equations by Iteration, page 838

Purpose. Discussion of the most important methods for solving equations f(x) = 0, a
very important task in practice.

Main Content, Important Concepts
Solution of f(x) = 0 by iteration (3) x,,., = g(x,)
Condition sufficient for convergence (Theorem 1)
Newton (—Raphson) method (5)
Speed of convergence, order _
Secant, bisection, false position methods

Comments on Content
Fixed-point iteration gives the opportunity to discuss the idea of a fixed point, which is
also of basic significance in modern theoretical work (existence and uniqueness of solu-
tions of differential, integral, and other functional equations).

The less important method of bisection and method of false position are included in the
problem set.

SOLUTIONS TO PROBLEM SET 17.2, page 847
2. xg=1,x =0,x%=1,x=0,---
xo = 0.5, x; = 0.875, x5 = 0.330, - - -
Xo=2,x; = —7, xp = 344, x3 = —40707 583, - - -
4. x = %(x2 + 1.01 + 1.88/x); 1, 0.778, 0.806347, 0.798340, 0.800447, 0.799881,
0.800032, 0.799991, 0.800002, 0.799999, 0.800000 (exact)

6. x = 1/cosh x; 1, 0.64805, 0.82140, 0.73706, - - - approaches 0.76501 (58 exact, 16
steps) in a nonmonotone fashion,

8. x = x/(e” sin x); 0.5, 0.63256, 0.56838, - - - converges to 0.58853 (SS‘ exact) in 14
steps.

10. CAS PROJECT. (a) This follows from the intermediate value theorem of calculus.
(b) Roots r; = 1.56155 (6S-value), ry = —1 (exact), r3 = —2.56155 (6S-value). (1)
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ry, about 12 steps,‘(2) ry, about 30 steps, (3) convergent to r,, divergent, (4) con-
vergent to 0, divergent, (5) r3, about 7 steps, (6) ry, divergent, (7) ry, 4 steps; this
is Newton. )

12. f) =x* — ¢, xp41 =%, — (xp, — cIxE"YHIk

- 1 + c
- k)T kT
In each case, x, is the first value that gives the desired accuracy, 1.414 214,
1.259 921, 1.189 207, 1.148 698.

14. 0.906180 (6S exact, 4 steps, xo = 1), also obtainable exactly by solving a quadratic

equation in x2,

16. 2, 2.452, 2.473; temperature 39.02°C

18. 21, 21.20870, 21.20575, 21.20575. A good x, is essential. x, = 20 would give a zero
near 2.36, which has no meaning for Bessel functions since such an x is too small for
the asymptotic formula considered.

20. f(x) = f1(x) — fax) = 0; 3, 2.498, 2.472, 2.473
22, 0.7, 0.577094, 0.534162, 0.531426, 0.531391
24. TEAM PROJECT. (a) _
ALGORITHM REGULA FALSI (f, aq, by, €, N). Method of False Position
This algorithm computes an interval [a,, b,] containing a solution of f(x) = 0
(f continuous) or a solution c,,.
INPUT: Initial interval [ao, bg), tolerance €, maximum number of iterations N.
OUTPUT: Interval [a,, b,] containing a solution, or a solution ¢, or message
of failure.
Forn=0,1,---,N— 1do:
anf(bn) — byf(ay,)
fb) — flan)

If f(cln) = 0 then OUTPUT c,,. Stop. [Successful completion)
Else continue.
If f(a,)f(c,) <Othenseta,,; =a,and b, .1 = c,.
Else seta,,; = ¢, and b,,,.; = b,,.
If b1 — @ni1 = € then OUTPUT [q,,. 4, b,,41]. Stop
[Successful completion]
Else continue.

Compute c,, =

End
OUTPUT |[ay, by] and message “Failure”. Stop.

[Unsuccessful completion; N iterations did not give an interval of length not ex-
ceeding the tolerance.]

End REGULA FALSI
(b) 2.68910, (c) 0.64171, 1.55715

SECTION 17.3. Interpolation, page 848

Purpose. To discuss methods for interpolating (or extrapolating) given data (xq, fo),
*+, (X, £y, all x; different, arbitrarily or equally spaced, by polynomials of degree not
exceeding n.
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Main Content, Important Concepts
Lagrange interpolation (4) (arbitrary spacing)
Error estimate (5)
Newton’s divided difference formula (10) (arbitrary spacing)
Newton’s difference formulas (14), (18) (equal spacing)
Short Courses. Lagrange’s formula briefly, Newton’s forward difference formula (14).

Comment on Content

For given data, the interpolation polynomial Dn(x) is unique, regardless of the method by
which it is derived. Hence the error estimate (5) is generally valid (provided fisn + 1
times continuously differentiable).

SOLUTIONS TO PROBLEM SET 17.3, page 860

2. This parallels Example 3. From (5) we get

€(9.3) = (x — 9(x — 9.5) % _ 003

’

2
=93 t

where 9 = ¢ = 9.5. Now the right side is a monotone function of t, hence its extrema
occur at 9.0 and 9.5. We thus obtain :

0.00033 = a — @ = 0.00037.
This gives the answer .
2.2300 = a = 2.2301. _

2.2300 is exact to 4D.
4. From (5) we obtain

(In »"” 0.036

6 102 13

€(9.2) = (x — 9 — 9.5)(x — 11)

The right side is monotone in ¢, hence its extreme values occur at the ends of the in-
terval 9 = ¢ = 11. This gives

0.000 027 = €,(9.2) = a — d@ = 0.000 050
and by adding @ = 2.2192
22192 = a = 2.2193.
6. From
Ly(x) = x% — 20.5x + 104.5,

1
= — (—x2 + _
Ly = 5= (2 + 20x — 99),

1
L =3 (x* ~ 18.5x + 85.5)

and the 5S-values of the logarithm in the text we obtain
pa(x) = —0.005 233x2 + 0.205 017x + 0.775 950.
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10.

12.

This gives the values and errors

2.2407, error O
2.3028, error —0.0002
23517, error —0.0003
2.4416, error 0.0007
2.4826, error 0.0023.

It illustrates that in extrapolation one may usually get less accurate values. po(x) would
change if we took more accurate values of the logarithm.

c Ly = =g — D — 2)(x — 3), Ly = 3x(x — 2)(x — 3), L, = —Lx(x — D(x — 3),

Lz = gx(x — 1)(x — 2). From this and the data we obtain
ps(x) = 1 + 0.039740x — 0.335187x2 + 0.060645x%

and p5(0.5) = 0.943654 (6S exact 0.938470), p3(1.5) = 0.510116 (6S exact 0.511828),
D3(2.5) = —0.047993 (6S exact —0.048384); see Ref. [1], p. 390, in Appendix 1.

From (5) we obtain
_ f”’( t) B ”
€(0.75) = (x — 0.25)(x — 0.5)(x — 1) 5 = —0.005208f " (r)
. £=0.75
where, by differentiation,
—4
" = —= (1 — 26)e™ %
Ve

Another differentiation shows that ™ is monotone on the interval 0.25 = ¢ = 1 be-
cause :
. 8t
- e
f= == (=3 4+ 2D £ 0
Vo

on that interval. Hence the extrema of " occur at the ends of the interval, so that we
obtain

—0.00433 = a — @ = 0.00967
and by adding @ = 0.70929

: 0.70496 = a = 0.71896.
Exact: 0.71116 (5D).

The difference table is
Xx; Fxp) 1st Diff. 2nd Diff. 3rd Diff.
1.0 0.94608
0.37860
1.5 1.32468 —0.09787
0.28073 —0.01002
2.0 1.60541 -0.10789
0.17284
2.5 1.77825

The interpolating polynomials and errors are

Py(1.25) = f(1.0) + 0.5 - 0.37860 = 1.13538 (e = 0.01107)
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0.5(—0.
Dp2(1.25) = p,(1.25) + w * (—0.09787) = 1.14761 (e = —0.00116)

0.5(-0.5)(—1.5
D3(1.25) = py(1.25) + % * (—0.01002) = 1.14699 (¢ = —0.00054)

Note the decrease of the error.
14. The divided difference table is

% fx I %jaa] FIx X1, X540
9.0 2.1972 :
0.1082
9.5 2.2513 —0.0053
0.0977
11.0 23979

This gives by (10)
pa(x) = 2.1972 + (x — 9.0) - 0.1082 + (x — 9.0)(x — 9.5)(—0.0053)
= —0.0053x% + 0.2062x + 0.7702,

the discrepancies being due to round-off, as can be seen by using one or two addi-
tional digits in the computations.

16. With the change in j the difference table is

j % fj = coshx; \47 V2f; V3f;
-3 05 1.127 626
0.057 839
-2 06 1.185 465 0.011 865
0.069 704
-1 07 1255 169
0 o8

From this and (18) we obtain

ps(¥) = 1.337 435 + 0.082 266 - > _ -8

x—08)(x—-07
0.01 - 2!

+ 0,000 697 - & 708 — 0.7)(x — 0.6)
0.001 - 3!

+ 0.012 562 -

and with x = 0.56 this becomes
1.337 435 + 0.082 266(—2.4) + 0.012 562(—2.4)(—1.4)/2
+ 0.000 697(—2.4)(—1.4)(—0.4)/6 = 1.160 945.

This agrees with Example 5. The correct last digit is 1 (instead of 5 here or 4 in Ex-
ample 5).
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18.

20.

The difference table is
xj Jl(x_,,) A A2 A3 A4 A5
0.0 0.00000
9950
0.2 0.09950 ~297
9653 —289
0.4 0.19603 -586 22
9067 —267 5
0.6 0.28670 —853 27
8214 —240
0.8 0.36884 —1093
7121
1.0 0.44005
From this and (14) we get by straightforward calculation
ps(x) = 0.00130x° + 0.00312x* — 0.06526x2 + 0.00100x2 + 0.49988x.
This gives as the values of J,(x), x = 0.1(0.2)0.9,
‘ 0.04993, 0.14832, 0.24227, 0.32899, 0.40595,
the errors being 1, 0, 0, 1, O unit of the last given digit.
TEAM PROJECT. (a) For p;(x) we need
X = X1 X - xo
L0= =19—2x, L1=—=—18+2x
Xo — X1 X1 — Xp

i@ = 2.19722(19 — 2x) + 2.25129(—18 + 2x) = 1.22396 + 0.10814x,
p1(9.2) = 2.21885.
Exact 2.21920, error 0.00035. For p, we need

Lo = 104.5 — 4x + x2
Ly = —132 + 8x — §x?
Ly =285 — &x + 1x?
This gives (with 10S- values for the logarithm)
pa(x) = 0.779466 + 0.204323x — 0.0051994x2,
hence p5(9.2) = 2.21916, error 0.00004. The error estimate is
Pp2(9.2) — p1(9.2) = 0.00031.

(b) Extrapolation gives a much larger error. The difference table is

0.2 0.9980
—0.0294

04 0.9686 —0.0949
—0.1243

0.6 0.8443 —0.1842
—0.3085

0.8 0.5358 —0.2273
—0.5358

1.0 0.0000
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The differences not shown are not needed. Taking x = 0.6, 0.8, 1.0 gives the best
result. Newton’s formula (14) with r = 0.1/0.2 = 0.5 gives

0.8443 + 0.5 - (—0.3085) + Oigl * (—0.2273) = 0.7185,

€ = —(.0004.
Similarly, by taking x = 0.4, 0.6, 0.8 we obtain
0.9686 + 1.5 - (—0.1243) + # - (—0.1842) = 0.7131, € = 0.0050.

Taking x = 0.2, 0.4, 0.6, we extrapolate and get a much poorer result:
25-15
0.9980 + 2.5 - (—0.0294) + s (—0.0949) = 0.7466, = —(.0285.

(e) 0.386 4185, exact to 7S.

SECTION 17.4. Splines, page 861

Purpose. Interpolation of data (o0, fo)s * * * » (%, ) by a (cubic) spline, that is, a twice
continuously differentiable function that in each of the intervals [0, x1]), [x1, %3], « - - is
given by a polynomial of third degree at most.

Short Courses. This section may be omitted.

Comments on Content

Higher order polynomials tend to oscillate between nodes—Pg(x) in Fig. 402 is typical—
and splines were introduced to avoid that phenomenon. This motivates their application.

If we impose the additional condition (3) with given kg and k,,, then for given data the
cubic spline is unique,

SOLUTIONS TO PROBLEM SET 17.4, page 867
2. Writing f(x;) = T 1) = fjar x — X; =F,x — %17 = G we get (6) in the form
pi®) = f;c’G*(1 + 2¢;F)
+ fir1¢2FE(1 — 2¢;G)
+ k¢’ FG?
+ kv 1¢2F%G.
If x = x;, then F = 0, so that because ¢; = W(xjr — x;),
Pix) = 6205 — x500)* = ;.
Similarly, if x = x;,,, then G = 0 and

pj(xj+1) = fj+10j2(xj+1 - xj)z = fj+1-
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)

10.

12,
14.

16.

This verifies (4). By differentiation,
pix) = £;cf[2G(1 + 2¢;F) + 2¢;G?)
+ f+167[2FQA — 2¢,G) — 2¢;F?
+ kic/[G? + 2FG]
+ kj1¢[2FG + F?.
If x = x;, then F = 0 and in the first line
26(1 + ¢;G) = 2(x; — x,-+1)(1 + BT % xf“) =0.
Xj+1 T X/
There remains
pix) = ke (1 — %) = ks
Similarly, if x = x;,,, then G = 0 and
Pi%+1) = Fia[ 2001 — %) — 2610541 — %))
+ ka6 (4.1 — x)°
= Kj+1

because [+ * -] = 0. This verifies (5).

. This is simple and straightforward.
. a;5 can be seen from (7), and a;3 follows directly as indicated in the text after (14).
. pa(x) = 22 [f(x) — po(x)]’ = 4x® — 2x = 0 gives the points of maximum deviation

x = +1/V/2 and by inserting this, the maximum deviation itself,
FWVD) - pa(V = i -3 = %
For the spline g(x) we get, taking x = 0, »
[fx) — gx)] = 4x® + 2x — 6x% = 0.
A solution is x = 1/2. The corresponding maximum deviation is
fH-ed=%-ir2h=1%
which is merely 25% of the previous value.

Since the third derivative of a cubic polynomial is constant and g(x) consists of cu-
bic polynomials, g"”'(x) is always piecewise constant. Since g”(x) is assumed to
be continuous, g"”(x) = M = const throughout the entire interval. By integration
p;(®)" = Mx + Aj. Since g"(x) is always continuous, A; = A = const for all j. This
idea and two more integrations show that g(x) is just one cubic polynomial through-
out the whole interval. ‘

Po) =1—=2(x+2)+ (x+ 22 p1(®) =5 + 10x + 6x% — 43

Po®) =% pi) =1+36x— 1) +36— 1> - (x— 1%

p2(®) = 6 + 6(x — 2) — 2(x — 2)°
Po=—3x+22+3(x+23=3+6x+Lx%+ 23

=3+ D+3+ 1P -3c+13=1-3"-3%3
p2=1—%x2+%x3
P3= - D+3x— 12 -3 — 1P =3~ 6x + x® — &7

The interpolation polynomial is (Fig. 405)

px) =1 —3x% + It
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18. f(0) = 5 (instead of 1) was chosen to avoid fractions 1 throughout. Equation (12)
givesky = —1,ky = 4, kg = 0, ky = —4, ks = 1. From this and (13)—(14) we ob-
tain

Po=(x+3%—(x+33=—18 — 21x — 8x2 — x5

P1=—(x+2)—2(x+ 22+ 3x+2)°% =14+ 27x + 16x2 + 3x3

Pe=A4x+ D)+ 70+ 1) — 6(x + 1)® =5 — 1152 — 653

P3 =5 — 11x% + 6x°

Pa=—4x—-D+T7x—- 12 -3~ 1%=14 — 7% + 16x% — 3x3

p5=x—2—2(x—2)2+(x—2)3= ~18 + 21x — 8x% + x3,
Note that this is an even function, and so is the interpolation polynomial

p(x) =5 — 6.80556x> + 1.94444x* — (0.138889x5.

Polynomial

3 2 -1 2 3
-1
Spline
2

Section 17.4. Cubic spline versus polynomial of 6th degree in Problem 18

20. TEAM PROJECT. |
®x) =3 +532 - 28y =k + GV3- 1) + & - 1V3)P
© x@=t+22 -2y =t + 3V3 - 2)2 + (1 - }V3)

SECTION 17.5. Numerical Integration and Differentiation, page 869

Purpose. Evaluation of integrals of empirical functions, functions not integrable by ele-
mentary methods, etc.

Main Content, Important Concepts
Simpson’s rule (7) (most important), error (8), (10)
Trapezoidal rule (2), error (4), (5)
Gaussian integration
Adaptive integration with Simpson’s rule (Example 6)

Numerical differentiation

Short Courses. Discuss and apply Simpson’s rule.
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Comments on Content

The range of numerical integration includes empirical functions, as measured or recorded
in experiments, functions that cannot be integrated by the usual methods, or functions that
can be integrated by those methods but lead to expressions whose computational evalua-
tion would be more complicated than direct numerical integration of the integral itself.

Simpson’s rule approximates the integrand by quadratic parabolas. Approximations by
higher order polynomials are possible, but lead to formulas that are generally less
practical.

Numerical differentiation can sometimes be avoided by changing the mathematical
model of the problem.

SOLUTIONS TO PROBLEM SET 17.5, page 880

2.

4.

10.
12.
14.

16.

18.
20.

22.

A = J =B, A = h2A;, B = h3B;, A; and B; being lower and upper bounds for f in
the jth subinterval. 0.681 = J = 0.808.

h=1,J,=05;h=0.5,Jy5 = 028125, €5 = 3(0.28125 — 0.5) = —0.07292 (ac-
tual error —0.08125); b = 0.25, Jo.05 = 0.22070, €595 = 3(0.22070 — 0.28125) =
—0.02018 (actual error —0.02070). The agreement is very good. The same is true in
Prob. 5, where we integrate a trigonometric function (instead of a single power of x).

. hlieg + & + - - + €,_1 + 3€,| = [(b — a)/nlnu = (b — a)u. This is similar to the

corresponding proof for Simpson’s rule given in the text.

. 0.693150. Exact to 6D: In 2 = 0.693147

0.07392 8162. Exact to 9D: 0.07392 8106
0.78539 8153. Exact to 9D: 0.78539 8163

C = —0.5%90 in (9), —0.000695 = € = —0.000094 (actual error —0.000292).
In (10),
€05 ~ 15(0.864956 — 0.868951) = —0.000266.

Note that the absolute value of this is less than that of the actual error, and we must
carefully distiriguish between bounds and approximate values.

0.946146, 0.946083. Exact to 6D: 0.946083. A modest table is included in Appendix
5. See Ref. [1] for larger tables.

0.4716. Exact to 4D: 0.4615. For tables, see Ref. [1].

0.91973 (exact to 5D). For a table, see the end of Ref. [A7], the standard bbok on
Bessel functions.

(a) M, = 2, My* = 1/4, hence by (4) and the accuracy requirement,

which gives n = 183.
(b) From (9) with f* = 24/x°, M, = 24, and the accuracy requirement,

24 1
= —. 10—5,

M| = 155 em® 2

which gives 2m = 14,

. TEAM PROJECT. The factor 2* = 16 comes in because we have replaced & by 3h,

giving for h% now (3h)> = {sh”. In the next step (with //8) the error ;3 has the fac-
tor 1/2% — 1) = &, etc.
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For f(x) = ¢ the table of J and € values is

“Jyp = 1135335

€1 = —0.066596
Jo1 = 0.935547 . Jon = 0.868051
€1 = —0.017648 €35 = —0.000266
T3y = 0.882604  Jas = 0.864956 Jza = 0.864690

J33 is exact to 4D.

For f(x) = 3mx* cos 1x the Romberg table is

Ju=0
€ = 0.185120

Jay = 0.555360 Jop = 0.74048
€31 = 0.168597 €35 = 0.003262

Ja1 = 1.06115 Jss = 122975 Jas = 1.26236
€1 = 0.049142 €2 = 0.001864 €3 = —0.00004

Ty = 1.20857 Jao = 125771 Juz = 1.25958 Tpq = 125953

26.

28.

J44 is exact to 5D.

0.240, which is not exact. It can be shown that the error term of the present formula
is h2f(§/12, whereas that of (15) is h*f®(8/30, where x, — h < E<xp+ h.In
our case this gives the exact value 0.240 + 0.016 = 0.256 and 0.256 + 0 = 0.256,
respectively.

Differentiating (14) in Sec. 17.3 with respect to r and using dr = dx/h we get
d 2r — 2—6r+2
ED o~ agg+ X Ly, ¢ T2
dr 2! 3! _

Now x = x, gives r = (x — x)/h = 0 and the desired formula follows.

SOLUTIONS TO CHAPTER 17 REVIEW, page 882

22.

24.
26.
28.

30.

32.
34.
36.
38.
40.
42.

0.14910 X 10% -0.91842 X 107!, 030303 X 10%, —0.81818 x 1071,
0.97656 X 1073

8.2586, 8.258, 9.90, impossible

26.855 = d = 26.965

In multiplication, relative errors add (see the proof of Theorem 1 in Sec. 17.1).
Multiply numerator and denominator by Vx2 + 16 + 4, so that the given expression
takes the form x*(Vx22 + 16 + 4).

Because |g'(x)| is small (0.038) near the solution 0.739085.

0.641714

0.450184

0.4, 0.085

2.969

343x+ D) —6(x+ 12420+ 1Pif-1=x=1,
1+3x—-1D+6(x—1)2-@x—-12iflsx=3, i

23+ 15x-3) - (x—3®if3=x=5

. J0_5 = 0.90266, Jo'_25 = 0.90450, € o5 = 0.00012




CHAPTER 18 Numerical Methods in Linear Algebra

SECTION 18.1. Linear Systems: Gauss Elimination, page 886

. H

Purpose. To explain the Gauss elimination, which is a solution method for linear systems
of algebraic equations by systematic elimination (reduction to triangular form).

Main Ceontent, Important Concepts

Gauss elimination, back substitution
Pivot equation, pivot, choice of pivot
Operations count, order [e.g., O(n®)]

Comments on Content

This section is independent of Chap. 6 on matrices (in particular, Sec. 6.3, where the Gauss
elimination is also considered).

Gauss’s method and its variants (Sec. 18.2) are the most important solution methods
for those systems (with matrices that do not have too many zeros).

The Gauss—Jordan method (Sec. 18.2) is less practical because it requires more opera-
tions than the Gauss elimination. :

Cramer’s rule (Sec. 6.6) would be totally impractical in numerical work, even for sys-

“tems of modest size.

SOLUTIONS TO PROBLEM SET 18.1, page 893

2. x, = (25/42)x,, x, arbitrary

4. x; = 3.1, x, = —5.2

6. x; = 120, x5 = 0.3

8. x,=53,x=0,x3=—-2.1

10. x; = —2x3, x, = 3x3, x5 arbitrary; rank A = 2
12. No solution; the matrix obtained at the end is

5 3 1 2
0 —4 8§ -3
6 0 0 5

14, x, = —-112-, Xg = %, X3 = —1—52
16. x, arbitrary, xp = 3x; — 5, x3 = ~5x; + 14;rank A = 2
18. xy =42, x, =0,x3 = —1.8,x, = 2.0
20. TEAM PROJECT. (a) )a # ltomake D =a -1 #0; i) a=1,b = 3;
Gi)a=1,b + 3.
(®) x, = 1Bx3 — 1), xo = 2(—5x3 + 7), x5 arbitrary is the solution of the first sys-
tem. The second system has no solution.
(c) det A = 0O can change to det A # 0 because of round-off.
(d) (1 — 1/e)x; = 2 — 1/e eventually becomes xo/€ = 1/€, x5 = 1,
x;, = (1 — x,)/e = 0. The exact solution is x; = 1/(1 — €), x5 (1 — 2€)/(1 — €).
We obtain it if we take x; + x, = 2 as the pivot equation.

234 |
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(e) The exact solution is x; = 1, X5 = —4. The 3-digit calculation gives x, = —4.5,
¥ = 1.27 without pivoting and X3 = —6, x; = 2.08 with pivoting. This shows
that 3S is simply not enough. The 4-digit calculations give x, = —4.095, x; =
1.051 without pivoting and the exact result X3 = —4, x; = 1 with pivoting.

SECTION 18.2. Linear Systems: LU-Factorization, Matrix Inversion,
page 894

Purpose. To discuss Doolittle’s, Crout’s, and Cholesky’s methods, three methods for solv-
ing linear systems that are based on the idea of writing the coefficient matrix as a prod-
uct of two triangular matrices (“LU-factorization™). Furthermore, we discuss matrix in-
version by the Gauss—Jordan elimination,

Main Content, Important Concepts

Doolittle’s and Crout’s methods for arbitrary square matrices
Cholesky’s method for positive definite symmetric matrices
Numerical matrix inversion

Short Courses. Doolittle’s method and the Gauss—Jordan elimination.

Comment on Content

L suggests “lower triangular” and U “upper triangular.” For Doolittle’s method, these are
the same as the matrix of the multipliers and of the triangular system in the Gauss elim-
ination.

The point is that in the present methods, one solves one equation at a time, no systems.

SOLUTIONS TO PROBLEM SET 18.2, page 899

2. 1 0][—3 6] X = 425
=2 1L 0 4]’ x,=-367

4. ['1 0 012 47 x = -1
1 0 [0 51, % 2
i 4 140 0 3] x=-1
6.1 o 0|5 9 27 x
8§ 1 oflo -& -}, _0
(2 B 1(|0 0o | =7
8. [o.1 0 0:, 0.1 0 0.3} x, 2
0 0.4 0o 04 02(,x=—
103 02 o1dlo 0 01] x3= 4
.71 0 o0 01 -1 3 2 X= 2
-1 2 0{|]0 2 -1 o Xy = —3
3 -1 0[0031’%4
2 0 -1 4]0 0 o0 4 Xy = —1
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12. X"(—A)x = —x'Ax < 0, no; X'"A"x = (x"ATx)" because this is a scalar; this gives
x"ATX"T = xTAx > 0, yes. A + B is positive definite; A — B is not.
14. TEAM PROJECT. (a) The formulas for the entries of L = [[;;] and U = [u] are

= an j=1--,n
u1k=£1—k— k=2,-+,n
Iy
k—1
ljk=ajk_2ljsusk j=k---m k=2
s=1
1 ity
ujk=l—(ajk—§‘,lj3usk) k=j+1,"-,n; ]22
93 s=1
®) 1 0}[3 2] X, =
6 110 5)'x=
[ 1 0 071 —4 27 x, = 278
—4 9 oflo 1 §|.x= 4
L 2 12 - 4110 0 14 x3=—165

(¢) To get the Doolittle factorization, take the transpose of Crout’s factorization. The
Cholesky factorization is

1 0 01 -4 2

—4 3 0 3
2 4 21L0 2
¥ -5 1
6. | =7 % 3
14
2 -2 1
1 1 . 1,
18. 9 1. 2 2}= EA .HenceEAls orthogonal.
2 1 -2

20. det A = 0 as given, but rounding makes det A # 0 and may completely change the
situation with respect to existence of solutions of linear systems, a point to be watched
for when using a CAS. In the present case we get (a) —0.00000035, (b) —0.00001998,
(c) —0.00028189, (d) 0.002012, (e) 0.0002.

SECTION 18.3. Linear Systems: Solution by Iteration, page 900

Purpose. To familiarize the student with the idea of solving linear systems by iteration,
to explain in what situations that is practical, and to discuss the most important method
(Gauss—Seidel iteration) and its convergence.

Main Content, Important Concepts
Distinction between direct and indirect methods

Gauss—Seidel iteration, its convergence, its range of applicability
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Matrix norms
Jacobi iteration

Short Courses. Gauss-Seidel iteration only.
Comments on Content

The Jacobi iteration appeals by its simplicity but is of no practical value.

A word on the frequently occurring sparse matrices may be good. For instance, we have
about 99.5% zeros in solving the Laplace equation in two dimensions by using a
1000 X 1000 grid and the usual five-point pattern (Sec. 19.4).

SOLUTIONS TO PROBLEM SET 18.3, page 905
2. The exact solution 3, —9, 6 is reached at Step 8, rather quickly due to the fact that
the spectral radius of C is 0.125, hence rather small.

4. Interchange the first equation and the last equation. Then the exact solution —2.5, 2,
4.5 is reached at Step 11, the spectral radius of C being 1/V15 = 0.258199. (The
eigenvalues are complex conjugates, and the third eigenvalue is 0, as always for the
present C.)

6. The exact solution is 2, 0, 1. Step 10 gives [2.00144 —0.00221311 0.9997797".
The spectral radius (2)*2 = 0.544331 of C is relatively large.

8. In (a) we obtain
C=-1+L)WU
1 0 0770 01 o1
-] -01 1 ollo o o1
—-0.09 —0.1 idlo o 0
0 —0.100 —0.100
=|0 0010 —0.09
0 0009 0019

and [|Cl = 0.2 < 1 by (11), which implies convergence by (8).
In (b) we have

]

1 1 10
10 1 11=d+L)+U
1 10 1
1 0 0 "0 107
= |10 1 0f+10 0 1
1 10 1 | 0 0 OJ

From this we compute

[ 1 0 0]r0 1 107
C=-I+L)yW=-|-10 1 offo o 1
Lo 10 1Jlo o ol

0 1 10

=—{0 —10 -99

L0 99 980
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Developing the characteristic determinant by its first column, we obtain

—A—10 —99
A = A(A% — 9701 + 1),
99 —A + 980
which shows that one of the eigenvalues is greater than 1 in absolute value, so that
~ we have divergence.

10. [1 5.5 2.5625 3.3125 2.94531 3.03906
1], -1075),] =775, —9.21875 | , | —8.84375 | , | —9.02734
1 8.5 5.5625 6.3125 5.94531 6.03906

Step 5 of the Gauss—Seidel iteration gives the better result
[2.99969 —9.00015 5.99996]". Exact: [3 —9 6] .

12. |1 —1.8125 —2.29583 —2.6359%4 —2.51691 —2.53287
1], 2.58333 |, 2.81875 |, 2.14931 |, 2.07710 | , 1.96657
1 1.7 3.95 4.33667 4.60875 4.51353

Step 5 of the Gauss—Seidel iteration gives the more accurate result
[—2.49475 1.99981 4.49580]. Exact: [-2.5 2 4.5]"

14. The eigenvalues of I — A are 0.5, 0.5, —1. Here, A is % times the coefficient matrix
of the given system. '
16. V52 =17.2,6,6 18. 3a, 3a, 3a 20. V300 = 17.32, 10, 10

SECTION 18.4. Linear Systems: lll-Conditioning, Norms, page 906

Purpose. To discuss ill-conditioning quantitatively in terms of norms, leading to the con-
dition number and its role in judging the effect of inaccuracies on solutions.

Main Content, Important Concepts

Ill-conditioning, well-conditioning

Symptoms of ili-conditioning

Residual

Vector norms

Matrix norms

Condition number

Effect of inaccuracies of coefficients on solutions
Comment on Content

Reference [E8] in Appendix 1 gives some help when A7, needed in x(A), is unknown
(as is usual in practice).

SOLUTIONS TO PROBLEM SET 18.4, page 912

2. 12,V50 = 7.07,5,[0.6 08 —1]
4.5V5~2241,[1 1 1 1 1]
6.1,1,1,{0 0 0 1 0]
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8. 2,2;2-2=4,2-2=4.Inverse_

—0.75 1.25
1.25 —-0.75

10. 5.5,5.5;5.5- 136 = 748, 5.5 - 136 = 748, ill-conditioned. Inverse

10 -60 60
3 —-12 10
—-12 64 -60
12. 19, 21; 19 - 13 = 247, 21 - 13 = 273. Inverse
6 4 3
4 3 2
3 4 2

14. x; = 1, xy = 1; x; = 0.845455, Xy = 1.27273 (6S); k(A) = 4.7 - 42.7273 = 200.8

16. The residual is [0.145 0.120]", whereas the approximate solution deviates from the
true solution by a factor 5 (the first component) and 33. This is a consequence of the
fact that the system is very ill-conditioned. '

18. By (12), 1 =1l = JAA=Y| = |A]| ||A=Y) = «(A). For the Frobenius norm,
Vi = |I]l = «A). -

20. TEAM PROJECT. (a) Formula (18a) is obtained from

max 5| = 3 ) = |l = nmax || = nx]..

Equation (18b) follows from ( 18a) by division by n.

(b) To get the first inequality in (19a) consider the square of both sides and then take
square roots on both sides. The second inequality in (19a) follows by means of
the Cauchy—Schwarz inequality and a little trick worth remembering,

Shi=S1kis 31 S kP = vV,

To get (19b), divide (19a) by Vx.

(c) Let x # 0. Set x = |x|ly. Then |ly|| = ||x|l/||x]| = 1. Also, Ax = A([|x]ly)
= [|x|| Ay since ||| is 2 number. Hence lAx|l/lIx|| = ||Ayl|, and in (9), instead
of taking the maximum over all x # 0, since |ly]| = 1 we only take the maxi-
mum over all y of norm 1. Write x for y to get (10) from this.

(d) These “axioms of a norm” follow from (3), which are the axioms of a vector
norm,

SECTION 18.5. Method of Least Squares, page 914

Purpose. To explain Gauss’s least squares method of “best fit” of straight lines to given
data (xo, Yo), * * -, (¥, ¥,,) and its extension to best fit of quadratic polynomials, etc.

Main Content, Important Concepts -
Least squares method
Normal equations (4) for straight lines
Normal equations (8) for quadratic polynomials
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Short Courses. Discuss the linear case only.

Comment. Normal equations are often ill-conditioned, so that results may be sensitive
to round-off. For another (theoretically much more complicated) method, see Ref. [E3],
p- 201.

SOLUTIONS TO PROBLEM SET 18.5, page 916

2.
4.

18.

20.

3.68 — 1.22x. Note the considerable change of the slope.

95.26 — 0.574¢, where ¢ = 0 [min] corresponds to 12:00. This is a cooling process
following Newton’s law of cooling, an exponential decrease of temperature; this ex-
plains the better fit in Prob. 5.

. 3x; = 2950, 3x? = 1822500, Sy; = 7010,

Sx;y; = 4490 000; this gives the normal equations
5bg + 2950 b, = 7010
2950 by + 1822 500 b; = 4 490 000.
The solution is by = —1145.79, b, = 4.32. Answer:
y = —1145.79 + 4.32x.

. s(F)=0.033 + 0314F k= Fls = 1/0.314 = 3.185
10.
12.
14.
16.

0.955 — 1.159x + 0.932x>

1660 + 656x — 32x>

5.9 — 0.05x; 5.9 — 0.95x + 0.23x*
bon  + by3x; + bodx? + bySx® = 3y,
boSx; + bi3x? + by2x® + b3x* = Zxyy;
boSx? + bi3x® + bySxt + bySx® = xy;
boSx® + bi3x* + bySx® + by3x® = 3xy;
—0.15 + 0.35x; 0.09 + 0.35x — 0.14x%; —0.03 — 1.54x — 0.11x* + 0.57x°. Note

the large x-term, which had to be expected from the position of the given points.

TEAM PROJECT. (a) We substitute F,,,(x) into the integral and perform the square.
This gives

If = Fall2 —ffzdx— 22an fyax+3S ajakfyjykdx

=0 k=0

This is a quadratic function in the coefficients. We take the partial derivative with re-
spect to any one of them, call it a;, and equate this derivative to zero. This gives

O—2ffyldx+22ajfyjyl dx = 0.

j=0
Dividing by 2 and taking the first integral to the right gives the system of normal
equations, with [ = 0, - - -, m.
(b) In the case of a polynomial we have
b

b
fyjyl dx =ij+ldx,
a a
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which can be readily integrated. In particular, if ¢ = 0 and b = 1, integration
from O to 1 gives 1/(j + [ + 1), and we obtain the Hilbert matrix as the coef-
ficient matrix.

(¢) In the case of an orthogonal system we see from (4), Sec. 4.8, with p(x) = 1 (as
for the Legendre polynomials, or with any weight function p(x) corresponding to
the given system) and [ instead of m that a, = by/||y)I2.

SECTION 18.6. Matrix Eigenvalue Problems: Introduction, page 917

Purpose. This section is a collection of concepts and a handful of theorems on matrix
eigenvalues and eigenvectors that are frequently needed in numerical methods; some of
them will be discussed in the remaining sections of the chapter and others can be found
in more advanced or more specialized books listed in part E of Appendix 1.

The section frees both the instructor and the student from the task of locating these
matters in Chaps. 6 and 7, which contain much more material and should be consulted
only if problems on one or the other matters are wanted (depending on the background
of the student) or if a proof might be of interest.

SECTION 18.7. Inclusion of Matrix Eigenvalues, page 920

Purpose. To discuss theorems that give approximate values and error bounds of eigen-
values of general (square) matrices (Theorems 1, 2, 4, Example 2) and of special matri-
ces (Theorem 6).

Main Content, Important Concepts

Gerschgorin’s theorem (Theorem 1)

Sharpened Gerschgorin’s theorem (Theorem 2)
Gerschgorin’s theorem improved by similarity (Example 2)
Strict diagonal dominance (Theorem 3)

Schur’s inequality (Theorem 4), normal matrices

Perron’s Theorem (Theorem 5)

Collatz’s theorem (Theorem 6)

Short Courses. Diécuss Theorems 1 and 6.

Comments on Content

It is important to emphasize that one must always make sure whether or not a thoerem
applies to a given matrix. Some theorems apply to any real or complex square matrices
whatsoever, whereas others are restricted to certain classes of matrices.

The exciting Gerschgorin’s theorem was one of the early theorems on numerical meth-
ods for eigenvalues; it appeared in Bull, Acad. Sciences de I'URSS (Classe mathém, 7-¢
série, Leningrad, 1931, p. 749), and shortly thereafter in the German Zeitschrift fiir ange-
wandte Mathematik und Mechanik.

SOLUTIONS TO PROBLEM SET 18.7, page 924

2. Symmetric matrix; hence we get intervals on the real axis, 9.7 = A = 10.3,
5S9=1=6.1,28=A=32 The eigenvalues (6S-values) are 10.0082, 5.99751,
2.99429,
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4.

6.

10.

12.

14.
16.

18.

20.

i,0,3 + 4i, radii 0.5 + V2, V2 + V5, 2.

Spectrum (6S-values) —0.0933282 + 1.061i, —0.403385 — 0.72446i, 3.49671 + 4.66346i
0, 0.2, 1.2, radii 1.3, 2, 0.1, or, by taking the transpose, centers as before, radii 1.1,
0.5, 1.8, and we can take the smaller of the two in each case.

Spectrum 0.108609 * 0.742484i (absolute value 0.750386), 1.182781.

T with 11; = ty5 = 1, £ = 34 gives
1 0 0 10 0.1 -02 1 0 0
T-IAT = |0 1 0 0.1 6 0 0 1 0} =
0 0 = —-0.2 0 3 0 0 34

10 01 -68
01 6 0
- 0 3

Note that the disk with center 3 is still disjoint from that with center 10.

An example is
0 1
A= .
1 0

The eigenvalues are —1 and 1, so that the entire spectrum lies on the circle. A
similar-looking 3 X 3 matrix or 4 X 4 matrix, etc., can be constructed with some or
all of its eigenvalues on the circle.

This is a “continuity proof.” Let S = D; U Dy U - - « U D,, without restriction, where
D; is the Gerschgorin disk with center a;. We write A =B + C, where B =
diag (a;;) is the diagonal matrix with the main diagonal of A as its diagonal. We now
consider '

A,=B +1C for0=t=1

Then A, = B and A; = A. Now by algebra, the roots of the characteristic polyno-
mial f,(A) of A, (that is, the eigenvalues of A,) depend continuously on the coeffi-
cients of f,(A), which in turn depend continuously on r. For ¢ = 0, the eigenvalues
are dqy, * * ° » Any If We let ¢ increase continuously from O to 1, the eigenvalues move
continuously and, by Theorem 1, for each ¢ lie in the Gerschgorin disks with centers
ay; and radii '

trj where rj = 2 |ajk|.
kej

Since at the end, S is disjoint from the other disks, the assertion follows.
These proofs follow readily from the definition of these classes of matrices.
AZ(AZ)T = AAATAT = AATAAT = - - - ATATAA; yes. (AB)(AB)" = (AB)'(AB) if
and only if BTA = ABT; no, in general. CCT — C'C is symmetric, hence normal.
29 = ) = 37. It is interesting that the second starting vector gives the same interval.
The third gives 31.66 = A = 33.00.

In practice, one would compute several steps and use the last two vectors for de-
termining an interval that contains an eigenvalue. See Example 4 in the text.
CAS PROJECT. (a) The midpoint is an approximation for which the endpoints give
error bounds.
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(b) Nonmonotone behavior may occur if by chance you pick an initial vector close
to an eigenvector corresponding to an eigenvalue that is not largest in absolute
value.

SECTION 18.8. Eigenvalues by Iteration (Power Method), page 925
Purpose. Explanation of the power method for determining approximations and error
bounds for eigenvalues of real symimetric matrices.

Main Content, Important Concepts

The iteration process of the power method
Rayleigh quotient (the approximate value)
Improvement of convergence by a spectral shift
Scaiing (for eigenvectors)

Short Courses. Omit spectral shift.

Comments on Content

The method is simple but converges slowly, in general.
Symmetry of the matrix is essential to the validity of the error bound (1). The method
as such can be applied to more general matrices.

SOLUTIONS TO PROBLEM SET 18.8, page 928

2. ,:_g] , [?J , [_}(QEJ, q = —1,2.76471, 5.81101; [¢| = 4, 4.94118, 3.23670.

This illustrates that the error bounds € need not be a monotone function of the step.
They are large. This indicates that we are still far away from an eigenvalue (7 in the
present case).

4. g = 11.3333, 11.9802, 11.9994; le] =2.4944, 0.4446, 0.0742.

The rapid convergence to the absolutely largest eigenvalue, 12, results from the

fact that the other eigenvalues, 2 and —2, are much smaller in absolute value.

6. ¢ = 10.5000, 11.1303, 11.1831; le] = 2.95804, 1.36886, 0.96374

8. We get the vectors

1 8 88
1], 14 |, 172
1 12 144

and from them the following. From the first two, Collatz gives § = A = 14, thus, if
one wishes, the approximation 11 and error bound 3. Our Theorem 1 gives g = 11.33
(a bit closer to the exact A = 12) and el = 2.5, which is of the same order of mag-
nitude as Collatz’s bound.

From the second and third vectors, Collatz gives 11 = A = 12.286, say, the ap-
proximation 11.643 and error bound 0.643. Theorem 1 gives ¢ = 11.98, which is
much closer to 12, and || =< 0.45, about of the same quality as the bound by Collatz.

Remember that Collatz assumes positivity of the matrix entries, whereas in Theo-
rem 1 we require symmetry of the matrix; in that sense the two theorems are not com-
parable. Theorem 1 uses all components of the vectors involved, and that tends to
give better results than those from methods that use only one or two components.
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10.

12.

14.

Note further that Theorem 1 requires more operations (not excessively many, how-
ever).

The eigenvalues are A = *5. Corresponding eigenvectors are

12 1
B0 BT |2
3
x0=l:—1]=z1+z27

X =50 —2) =[5 15T
Xy = 25(z; + o),

and I have chosen Xy as
so that

etc. From this,
Xo'X, =0

and for the error bound we get

=
X; Xg 9 250

_— = _— = 5,
%% ¢ V10 0

and similarly in all the further steps. This shows that our error bound is the best
possible in general.

The scaled vectors

—0.6 1 1 1 1 1
1 > [0.030303 |’ —0.517949 |’ —0.260014 | * | —0.365776

approach their limit {1 —1/3]" (corresponding to A = 7) in a somewhat irregular
way during these first steps, indicating that the sequence begins with a linear combi-
nation of the two eigenvectors with a substantial contribution of each. The other eigen-
vector is [1/3 117, corresponding to A = —3.

The eigenvalues are 11.2321, 4.28275, 0.44156, —7.95637, so the speed of conver-
gence is determined by the ratio 11:8, approximately. The approximations obtained
are

0.466667 0.57047 | . 0.494303
1 1 1

0.6 ’ 0.651007 |’ 0.582203
0.733333 0.973154 0.798155

SECTION 18.9. Tridiagonalization and QR-Factorization, page 929

Purpose. Explanation of an optimal method for determining the whole spectrum of a real
symmetric matrix by first reducing the matrix to a tridiagonal matrix with the same spec-
trum and then applying the QR-method, an iteration in which each step consists of a fac-
torization (5) and a multiplication (6).

Comment on Content

Householder steps correspond to similarity transformations; hence the spectrum is pre-
served. The same holds for QR.
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SOLUTIONS TO PROBLEM SET 18.9, page 937
2. v=1[0 092388 —0.382683]", hence

[1 o 0 6 500117 0
P=10 —0707107 0707107 |, B=|500117 o¢ 0
0 0707107  0.707107 0 0 —038
[ 6 ~412311 0 0
4 po | 412311 870588 724175 o
: 0 724175  2.18908  3.87609
0 0 387609  7.10504
[_ 5 —424264 0 0
6 B | 424264 6 141421 0
0 141421 5 0
0 0 0 2
142004 00444 0 142005 —00197 0
8. | 00444 —63046 —0.0668 |, —0.0197 —63052  0.0223 |,
0 —0.0668  2.1042 0 0.0223  2.1047

14.2005 0.00875 0
0.00875 —6.30524 —0.00744
0 —0.00744  2.10475

6S-values of the eigenvalues are 14.2005, —6.30525, 2.10476. Hence the diagonal
entries are more accurate than one would expect by looking at the size of the off-di-
agonal entries.

0.6463 —0.1471 0 0.6988 —0.0848 0
10. | —0.1471 0.4201 0.0630 | , —0.0848 0.3804 0.0152 { ,
0 - 0.0630 0.1036 0 0.0152 0.0908

0.7145 —0.0443 0
—0.0443 0.3655 0.0037
0 0.0037 0.0901

The spectrum is 0.72, 0.36, 0.09.

SOLUTIONS TO CHAPTER 18 REVIEW, page 938

16. x; = 4, x, = 2x4 18. x; =3,x, =3x3 + 2 20, =4, x=—1,x3=2
22. All the entries of the triangular matrices are 1,
1 48 -8 -6
24. — | -8 39 1
22616 1 20
10 =10 —-10

26, | —2.99240 3.18590 2.95784
—5.66690 5.96406 5.97097




246

Instructor's Manual

28.

30.
.36.

40.
42.
4.

Reorder to get convergence. Equation 1 becomes 2, 2 becomes 3, 3 becomes 1. So-

lution x; = —2, x, = 8, x3 = —1. The iteration gives
—1.50667 —2.01927 —1.99925
8.17533 |, 7.99250 | , 8.00029
—1.08464 —0.996747 -1.00013
2, V2,1 32. 24, V136, 8 34. 2.4, V248,12
11 38. 9.1

8.8 - 19.15 = 168.5. The matrix is ill-conditioned.
y = 2.89 + 0.505x
y=195-2217x + 1.067x2




CHAPTER 19 Numerical Methods for Differential Equations
Major Changes

These include automatic variable step size selection in modern codes, the discussion of
- the Runge-Kutta-Fehlberg method, and the extension of Euler and Runge-Kutta methods
to systems and higher order equations.

SECTION 19.1. Methods for First-Order Differential Equations, page 942

Purpose. To explain three numerical methods for solving initial value problems
y = f(, ¥), ¥(xo) = yo by stepwise computing approximations to the solution at
X1 = xo + h, x5 = x4 + 2h, etc.
Main Content, Important Concepts

Euler’s method (3)

Automatic variable step size selection

Improved Euler method (7)

Classical Runge-Kutta method (Table 19.4)

Error and step size control

Runge-Kutta-Fehlberg method
Comments on Content
Euler’s method is good for explaining the principle but is too crudeto be of practical
Val';l'lfe': improved Euler method is a simple case of a predictor—corrector method.

The classical Runge-Kutta method is of order A% and is of great practical importance.

Principles for a good choice of 4 are important in any method.
f in the equation must be such that the problem has a unique solution (see Sec. 1.9).

SOLUTIONS TO PROBLEM SET 19.1, page 951

2. y = sin arx. Since the values obtained give yg = 1.01170 > 1, y,, comes out com-
plex and is meaningless. ‘

X, Vr Error X 10°
0.1 0.15708 —-65
0.2 0.31221 —-319
0.3 0.46144 —745
0.4 0.60079 ~—1301
0.5 0.72636 —1926
0.6 0.83433 —2531
0.7 0.92092 —2991
0.8 0.98214 —3109
0.9 1.01170 —2401
1.0 —_ —

247
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4. y = tanx — x (special Riccati equation; set y + x = u, then u’ = u® + 1, etc.). The

computation gives

Xp, y(x,) Error X 10°
0.1 0.000 000 0.000 335 335
0.2 0.001 000 0.002 710 1710
0.3 0.005 040 0.009 336 4296
04 0.014 345 0.022 793 8 448
0.5 0.031 513 0.046 302 14 789
0.6 0.059 764 0.084 137 24 373
0.7 0.103 292 0.142 288 38 996
0.8 0.167 820 0.229 639 61 818
0.9 0.261 488 0.360 158 98 670
1.0 0.396 393 0.557 408 161 014

6. y = 1/(1 + ¢ %). The

Sec. 1.6.

8. y = tan 2x. Note that the error is first negative and then positive and rapidly increasing,

given Verhulst equation is a special Bernoulli equation; see

X, Vn Error X 10°
0.1 0.524969 10
0.2 0.549813 21
03 0.574411 32
0.4 0.598645 42
0.5 0.622407 53
0.6 0.645593 63
0.7 0.668114 74
0.8 0.689890 84
0.9 0.710855 94
1.0 0.730955 104

due to the behavior of the tangent.

10. The error of y(1) is —0.0036, hence comparable to that in Prob. 7. The error of y(2)

Xy, Vn Error X 10°
0.05 0.10050 —-17
0.10 0.20304 -33
0.15 0.30981 —48
0.20 0.42341 -62
0.25 0.54702 =72
0.30 0.68490 —-76
0.35 0.84295 —66
0.40 1.02989 -25
045 1,25930 486
0.50 1.55379 362

is +0.0067, hence twice that in Prob. 7 and of the opposite sign.

12. y =0, 0.2055, 0.4276, 0.6587, 0.8924; error 0, 0.0101, 0.0221, 0.0322, 0.0409. Hence

the error is about 20% less.
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14. y=0,0.1033,0.2134, 0.3280, 0.4456, 0.5650, 0.6852, 0.8058, 0.9261; error 0, 0.0011,
0.0022, - - -, 0.0071; about 15% of that in Prob. 11.

16. For instance, x = 0.5, y = 0.632114762 (error 0.58 - 107%; x = 1,
y = 0.864 660 452 (error 0.43 - 107%); hence the error is substantially less, and it is
interesting that it is not increasing: for x = 0.1, - - - » 1.0, it is 0.26, 0.42, 0.52, 0.57,
0.58, 0.57, 0.54, 0.51, 0.47, 0.43 times 10~5.

18. Errors —0.004, —0.008, —0.011, —-0.015, —0.017, —0.019, —0.021, —0.021, -0.021,
—0.021. For the improved Euler method, the errors times 10° are 0.8, 1.6, 2.2, 2.5,
25,18, +04, —1.9, —5.1, —9.3.

20. X, Vn, Error Estimate (10) X 10° Error X 10°
0.1 1.20033 46725 3.0 -0.4
02 1.40271 00374 ' 3.7 -19
0.3 1.60933 62546 59 —=5.0
04 1.82279 32298 9.4 —11.0
0.5 2.04630 25124 13.1 —22.5
0.6 2.28413 68531 14.4 —44.7
0.7 2.54228 84689 +5.0 —88.4
0.8 2.82963 87346 ~38.8 ~177.6
0.9 3.16015 85865 —191.1 —~369.0
1.0 3.55740 85377 . —699.9 —813.0

SECTION 19.2. Multistep Methods, page 952

Purpose. To explain the idea of a multistep method in terms of the practically important
Adams-Moulton method, a predictor—corrector method that in each computation uses four
preceding values.

Main Content, Important Concepts

Adams-Bashforth method (5)
Adams-Moulton method (7)

Short Courses. This section may be omitted.

SOLUTIONS TO PROBLEM SET 19.2, page 955

2, Starting Predicted Corrected

n X, . yE Yo Exact
0 0.0 1.000 000
1 0.1 1.105 171
2 0.2 1.221 403
3 0.3 1.349 859
4 0.4 1.491 821 1.491 825 1.491 825
5 0.5 1.648 717 1.648 722 1.648 721
6 0.6 1.822 114 1.822 120 1.822 119
7 0.7 2.013 748 2.013 754 2.013 753
8 0.8 2.225 536 2.225 543 2.225 541
9 09 2.459 598 2.459 605 2.459 603
10 1.0 2.718 277 2,718 285 2.718 282
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4. n X, Vn Exact Error X 106
0 1.0 0 0 0
1 1.1 0.104394 0.104394 0
2 1.2 0.215563 0.215563 0
3 1.3 0.331199 0.331199 0
4 14 0.449688 0.449886 —2.3
5 1.5 0.569871 0.569867 -3.5
6 1.6 0.690911 0.690907 —3.8
7 1.7 0.812198 0.812195 -39
8 1.8 0.933284 0.933280 —3.9

6. Solution y2 — x2 = 8.

xn yn

12 3.07246
14 3.15595
1.6 3.24962
1.8 3.35261

2.0 3.46410
22 3.58330

24 3.70945
2.6 3.84188
2.8 3.97995

3.0 4.12311

8. y = tanx + x + 1. tan x approaches infinity as x — 3.
12.y= £**. Some of the values and errors are:

Xn Y (b = 0.05) Error X 10° Y (R = 0.1) Error X 10°

0.1 1.010050 1.01005

0.2 1.040817 —6 1.040811

03 1.094188 —14 1.094224 —50
0.4 1.173535 —-24 1.173623 —112
05 1.284064 —38 1.284219 —194
0.6 1.433388 —58 1.433636 —307
0.7 1.632404 —87 1.632782 —466
0.8 1.896612 —131 1.897175 —69%4
0.9 2248105 —197 2.248931 —1023
1.0 2.718579 —297 2.719785 —1503

The errors differ by a factor 4 to 5, approximately.

14. y; = 4.002707, y, = 4.022789, y3 = 4.084511, y, = 4.230685, y5 = 4.559046,
ye = 5.364224, y; = 8.060954. Exact: y =tanx — x + 4

SECTION 19.3. Methods for Systems and Higher Order Differential
Equations, page 956 ‘

Purpose. Extension of the methods in Sec. 19.1 to first-order systems and to higher or-
"der equations.
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Content

Euler’s method for systems (5)
Classical Runge—Kutta method extended to systems (6)
Runge-Kutta-Nystrém method (7)

SOLUTIONS TO PROBLEM SET 19.3, page 961

2. See Fig. 82 in Sec. 3.3. The discussion in Sec. 3.3 is not needed for the present pur-
pose. The computation gives:

x Y1 Yo
0 0 4
0.2 0.8 3.2
0.4 1.28 24
0.6 1.504 1.664
0.8 1.536 1.0304
1.0 1.43488 0.51712

4.y =0, —0.15, —0.3, —0.44925, —0.596996, —0.742481. The error increases
monotone from 0 to 0.0081.
6. Much more accurate values.

x y(x) 108 X Error of y(x) y' ()

0.1 0.804837 -8 —1.90484
0.2 0.618731 ~15 -1.81873
0.3 0.440818 —-20 —1.74082

8. We had'to choose xo # 0 because of the factor 1/x. Those initial values were taken
from Ref. [1] in Appendix 1.

x Jo(x) To() 10° X Error of Jo(x)
1 0765198 - —0.440051 0
15 0511903 —0.558002 ~76
2 0.224008 —0.576897 -117
25 —0.048289  —0.497386 —95
3 ~0.260055 ~0.339446 +3
35 —0.380298 —0.137795 . 170
' " Exact
10. %n Yn Y Yn @s) Error
0 0 0 1 0 0
02 002 0.2 121 0.0214  0.0014

0.4 0.0842 0.4420 1.4631 0.0918 0.0076
0.6 0.2019 0.7346 1.7682 0.2221 0.0202
0.8 0.3842 1.0883 2.1362 0.4255 0.0413
1.0 0.6446 0.7183 0.0737
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12. T'(2/3) = (3/2)I'(5/3) by (25); now use interpolation in Table A2, etc.

6
14. %, - k, kzr ks ks 10 0>f<yI;3Lr1ror
1.0 0.765 198 —0.081287 —0.056989 ~0.061 848 —0.034 604 0
1.5 0.511819 —0.034970 —0.007296 —0.011250 +0.015 740 +9
20 +0.223946 -+0.016098 +0.041840 +0.038979 0.061 098 —-55
2.5 —0.048 241 0.061 767 0.080 770 0.079 042 0.092 562 —143
3.0 —0.259 845 0.093 218 0.102 154 0.101 466 0.104 389 —-207
3.5 —-0.379914 ) —214

In the present case the errors of the two methods are of the same order of magnitude.

An exact comparison is not possible since the errors change s1gn in a different fash- _

ion in each method.

SECTION 19.4. Methods for Elliptic Partial Differential Equations,
page 962

Purpose. To explain numerical methods for the Dirichlet problem involving the Laplace
equation, the typical representative of elliptic équations.
Main Content, Important Concepts
Elliptic, parabolic, hyperbolic equations
Dirichlet, Neumann, mixed problems
Difference analogs (7), (8) of Poisson’s and Laplace’s equations
Coefficient scheme (9)
Liebmann’s method of solution (identical with Gauss—Seidel, Sec. 18.3)
Peaceman—Rachford’s ADI method (15)

Short Courses, Omit the ADI method.

Comments on Content
Neumann’s problem and the mixed problem follow in the next section, including the mod-
ification in the case of irregular boundaries.

The distinction between the three kinds of equations (elliptic, parabolic, hyperbolic) is
not merely a formal matter because the solutions of the three types behave differently in
principle, and the boundary and initial conditions are different; this necessitates different
numerical methods, as we shall see.

SOLUTIONS TO PROBLEM SET 19.4, page 969

2. 6 steps. Some results are

[93.75 90.625 65.625 64.0625] (Step 2)
[87.8906 87.6953 62.6953 62.5977] (Step 4)
[87.5244 87.5122 62.5122 62.5061] (Step 6)

[87.5001 87.5 625 62.5] (Step 10)
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10.

12,

14.

- The values obtained by the Gauss elimination agree with those of the exact solution

of the problem, u(x, y) = x®* — 3xy2. Gauss—Seidel would need 14 steps to produce
6S-values or 9 steps for 3S-values.

- This shows the importance of good starting values; it then does not take long until

the approximations come close to the solution. A rule of thumb is to take a rough es-

timate of the average of the boundary values at the points that enter the linear sys-

tem. By starting from 0 we obtain

[0.094722 0.101487 0.317994 0.321376] (Step 3)
[0.107407 0.107830 0.324337 0.324548] (Step 5).

. 11 = 92.86, Up; = 90.18, Uy = 81.25, upy = 75.00, uy5 = 57.14,

ugz = 47.32, ugy = uyy, etc., by symmetry.

All the isotherms must begin and end at a corner. The diagonals are isotherms u =
25, because of the data obtained and for reasons of symmetry. Hence we obtain a
qualitative picture as follows. :

\

L

}e—37.5 \
/ 250

12.5

[ |

Section 19.4. Problem 10

@ uy = —uyp = —66
(b) By symmetry, we can reduce the problem to four equations in four unknowns.
Solution:

Uy = Ugy = ~U5 = —lUgs = —92.92
Ugq = —Uss = —87.45
Uig = Ugg = —Uy1q = —Ugy = —64.22
Usg = —Ugy = —53.98
Uiz = Uz = Ugg = 0
First step. First come rows j = 1, j = 2; for these, (14a) is
j=1 i=1 Uoy — duyy + Usy = —Uyg — Uy
i=2. Uy ~ gy + Uzr = —Usg — Ugs
j=2, i=1 Uog — duzp + Usy = —Uy; — g
i=2. Uiy ~ Augy + Uge = —Ugy — Ugg.

Six of the boundary values are zero, and the two on the upper edge are uy3 = Usg =
V302 = 0.866 025. Also, on the right we substitute the starting values 0. With this,
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our four equations become
—duy; + U9y =0
upy = 4ug; =0
—4uyp +  Ugg = —0.866 025
Uiy — 4oy = —0.866 025.

The solution is from the first two equations
up =0, U =0
and from the other two equations
uys = 0.288.675, Uge = 0.288 675.

First step. Now come columns; for these, (14b) is

i=1, j=1 Ui — 4uyq + Uis = —Ugp — Usoy
j=2 Uy — 4y + Uiz = —Ugy — U
i =‘2, j=1 Uog — dlgy + Ugy = —Uyy — Uz
j = 2. Ugy — dUgs + Uss = —Uy9 — Uszs.

With the boundary values and the previous solution orn the right, this becomes
_4u11 + U9 = O
Uy — 4uy, = —0.866 025 — 0.288 675
_4u21 + Ugg = O -

Uy, — Atigy = —0.866 025 — 0.288 675.

The solution is i

us; = 0.076 98
Uzs = 0.307 92
Ugg = 0.307 92.

Second step. Rows. We can use the previous equations, changing only the right sides:

_4u11 + u21 = _0.307 92
u11 - 4u21 = _0.307 92
_4u12 + Ugg = _0.866 025 — 0076 98

Uys — duge = —0.866 025 — 0.076 98
Solution:

Uy = ug; = 0.102 640, Ui = Uge = 0.314 335.
Second step. Columns. The equations with the new right sides are
—4uy; + uyp = —0.102 640
Uy — 4ugp = —0.866 025 — 0.314 335
—duy; + ugy = —0.102 640
Uy — duse = —0.866 025 — 0.314 335.
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Final result (solution of these equations):

131 = 0.106 061
Uay = 0.106 061
U1z = 0.321 605

ugs, = 0.321 605.
Exact 3D values:

Uy = Ugy = 0.108, U1g = Uog = 0.325.

16. CAS PROJECT. (b) The solution of the linear system (rounded to integers), with
the values -arranged as the points in the xy-plane, is

160 170 157 110
138 145 125 75
138 145 125 75
160 170 157 110

Twenty steps gave accuracies of 3§—5S, with slight variations between the compo-
nents of the output vector.

SECTION 19.5. Neumann and Mixed Problems. Irregular Boundary,
page 971 '

Purpose. Continuing our discussion of elliptic equations, we explain the ideas needed for
handling Neumann and mixed problems and the modifications required when the domain
is no longer a rectangle.

Main Content, Important Concepts

Mixed problem for a Poisson equation (Example 1)
Modified stencil (6) (notation in Fig. 428)

Comments on Content

Neumann’s problem can be handled as explained in Example 1.
In all the cases of an elliptic equation we need only one boundary condition at each
point (given u or given u,,).

SOLUTIONS TO PROBLEM SET 19.5, page 975

1
2. 0= MOLI = E(ull - u_l’l) gives u_1,1 = Uq3. SlmllaIIy, Ug1 = Uogy +3 from the

condition on the right edge, so that the equations are

_41,{01 + 2u11 = 1
Ugy — 4u11 + Uoy = -0.25 + 0.75 = 0.5
Uy — Aug + ugy = —1

2”21 - 4u31 = —-225 — 125 — 3= —6.5.

%1 = —0.25, uy; = 0, uy; = 0.75, ug; = 2; this agrees with the values of the exact
solution u(x, y) = x* — y2 of the problem.
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4.

14.

16.

The exact solution of the Poisson equation is u = x®y%. The approximate solution re-
sults from Au = b, where
(-4 1 0 0 0] [ 4]
i —4 1 0 1 0 10
0o 2 -4 0 O 1 8
A= , b=
1 0 0 —4 1 0 1
0 1 0 1 —4 1 —20
| 0 O 1 0 2 —4] L —103

where the six equations correspond to Pyq, Poy, Psy, P1g, Pas, Pss, in our usual or-
der. The components of b are of the form a — ¢ with a resulting from 2(x2 + y?)
and ¢ from the boundary values; thus, 4 — 0 = 4, 10 — 0 = 10, 20 — 12 = 8,
10 -9 =1,16 — 36 = —20, 26 — 81 — 48 = —103. The solution of this system
agrees with the values obtained at the Py, from the exact solution, u;; = 1, ug; =
Uip = 4, ugs = 16, and uz; = 9, uzs = 36 on the boundary. uy; = us; + 12 and uy,
= U9 + 48 produced entries 2 in A and —12 and —48 in b.

. Exact solution u = 9y sin 37rx. Linear system Au = b, where
(-4 1 1 0 0 0] a7
1 4 0 1 0 O a
PO L T T S _ |2
0 1 1 4 0 1 2a
0 0 2 0 —4 1 3a +c¢
| 0 0 0 2 1 —4] | 3a + c|
a = —8.54733, ¢ = —V243 = —15.5885. The solution of this system is (exact val-

ues of u in parentheses)
i

Uy = Uy = 8.46365 (exact V3 = 7.79423)
Ups = Uz = 16.8436 (exact 9V3 = 15.5885)

Uiz = g = 24.9726 (exact V3 = 23.3827).

Let v denote the unknown boundary potential. Then v occurs in Au = b, where

—4 1 1 0 0
A= 1 -4 0 1 , b = —v
1 0 —4 1 -v
0 2 2z —4 %

v
The solution of this linear system is u = 1—9[5 10 10 16]". From this and

5v/19 = 100 (the potential at P,;) we have v = 380 as the constant boundary po-
tential on the indicated portion of the boundary.

Two equations are as usual:
—4M11 + Us; + Uio — 2=2
Uy — 4u21 —05=2
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where the right side is due to the fact that we are dealing with the Poisson equation.
The third equation results from (6) with ¢ = Pp=qg=1andb = 1/2. We get

Uzg 1,502 Uoz Un 32
el A R R =2
2 [ 2 34 Ty T ap T apte| T2

The first two terms are zero and ug, = —2; these are given boundary values. There
remains

4 =
3U11 — 6u12 =4,
Our three equations for the three unknowns have the solution

Uy = _15, Ugy = —1, Uyo = —1.

SECTION 19.6. Methods for Parabolic Equations, page 976

Purpose. To show the numerical solution of the heat equation, the prototype of a para-
bolic equation, on the region given by 0 S x = [, = 0, subject to one initial condition
(initial temperature) and one boundary condition on each of the two vertical boundaries.

Content

Direct method based on (5), convergence condition (6)
Crank-Nicolson method based on (8)
Special case (9) of (8)

Comment on Content

Condition (6) restricts the size of time steps too much, a disadvahtage that the Crank—
Nicolson method avoids.

SOLUTIONS TO PROBLEM SET 19.6, page 981

4. The first term in (10), Sec. 11.5, gives exp [~3257%] = 0.1, £ = 100 (In 10)/7® =
23.3. The other terms decrease much more rapidly and contribute practically nothing.

6. u(x, 0) = u(l — x, 0) and the boundary conditions imply u(x, 7) = u(l — x, ¢ for all
t. The calculation gives
©, 0.2, 035,035, 02, 0)
(0, 0.1875, 0.3125, 0.3125, 0.1875, 0)
(0, 0.171875, 0.28125, 0.28125, 0.171875, 0)
(0, 0.15625, 0.253906, 0.253906, 0.15625, 0)
(0, 0.141602, 0.229492, 0.229492, 0.141602, 0)

8. We have k = 0.01. The boundary condition on the left is that the normal derivative
is zero. Now if we were at an inner point, we would have, by (5),
uO,j_'_l = %u_l’j + %MO] + ;i'ulj
Here, by the central difference formula for the normal derivative (partial derivative
with respect to x) we get

dug; 1
= —'—a;J = E(ulj - u—l,j)
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so that the previous formula gives what we need,
uoj+1 = 3(toj T Usj).
The underlying idea is quite similar to that in Sec. 19.5. The computation gives
t x=0 x =02 x=04 x = 0.6 x = 0.8 x=1
0 0 0 0 0 0 0
0.01 0 0 0 0 0 0.5
0.02 0 0 0 0 0.125 0.866 025
0.03 0 0 0 0.031 0.279 1
0.04 0 0 0.008 0.085 0.397 0.866 025
0.05 0 0.002 - 0.025 0.144 0.437 0.5
0.06 0.001 0.007 0.049 0.187 0.379 0
0.07 0.004 0.016 0.073 0.201 0.236 —-0.5 ]
0.08 0.010 0.027 0.091 0.178 0.043 —0.866 025
0.09 0.019 0.039 0.097 0.122 —0.601 -1
0.10 0.029 0.048 0.089 —0.065 —0.520 —0.866 025
0.11 0.039 0.054 0.040 —0.140 —0.493 -0.5
0.12 0.046 0.047 -0.002 —0.183 —0.406 0
10. r=ki2=1,k=1,2 steps. The series in Sec. 11.5 gives (with L = 10, r = 2,

12.

b, = 2.58012, b, = 0, b3 = 0.09556)
u = by sin 0.1x exp (—7%/50) + by sin 0.3x exp (—972/50).

The values for t = 2 andx = 0, 1, - - -, 10 are (exact values in parentheses) 0 (0),
0.6691 (0.6546), 1.2619 (1.2449), 1. 7212 (1 7135), 2.0075 (2. 0143) 2.1043 (2.1179),
2.0075 (2.0143), etc. (symmetric).

CAS PROJECT. u(0, ©) = u(1, ©) = 0, u(0.2, ) = u(0.8, 0, u(0.4, 1) = u(0.6, 1),
where

x =02 x=04

t=20 0.587785 0.951057

0.393432 0.636586 Explicit
t = 0.04 0.399274 0.646039 CN
0.396065 0.640846 Exact (6D)

0.263342 0.426096
t=0.08 0.271221 0.438844
0.266878 0.431818

0.176267 0.285206
t=0.12 0.184236 0.298100
0.179829 0.290970

0.117983 0.190901
t=0.16 0.125149 0.202495
0.121174 0.196063

0.078972 0.127779
t=02 0.085012 0.137552
0.081650 0.132112
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SECTION 19.7. Methods for Hyperbolic Equations, page 982

Purpose. Explanation of the numerical solution of the wave equation, the prototype of a
hyperbolic equation, on a region of the same type as in the last section, subject to initial
and boundary conditions that guarantee the uniqueness of the solution.

Comments on Content

We now have two initial conditions (given initial displacement and given initial veloc-
ity), in contrast to the heat equation in the last section, where we had only one initial con-
dition.

The computation by (6) is simple. Formula (8) gives the values of the first time steps
in terms of the initial data. '

SOLUTIONS TO PROBLEM SET 19.7, page 984

2. Note that the curve of f(x) is no longer symmetric with respect to x = 0.5. The so-
lution was required for 0 = 7 = 1. We present it here for a full cycle 0 < ¢ = 2:

t x =02 x=04 x=0.6 x=08
0 0.032 0.096 0.144 0.128
02 0.048 0.088 0.112 - 0.072
04 0.056 " 0.064 ~ 0016 —0.016
0.6 0.016 —0.016 —0.064 —0.056
0.8 —0.072 —0.112 . —0.088 = —0.048
1.0 —0.128 —0.144 —0.096 -0.032
12 —0.072 —-0.112 —0.088 —0.048
1.4 0.016 —0.016 —0.064 —0.056
1.6 0.056 0.064 0.016 —0.016
1.8 0.048 0.088 0.112 0.072

20 0.032 0.096 0.144 0.128

4. By (14), Sec. 11.4, with ¢ = 1 the left side of 6) is
(A) w01 = ulh, (G + D) = 3[fGh + (j + Dh) + fGh — (G + D]
and the right side is the sum of the six terms
Ui1,; = 3[f(G — Dh + jk) + £(G — Dh — jh)),
Uiv1,g = 3lfG + Dh + jh) + £(G + D — jm)),
~#ii1 = —3lfh + (G = Dh) + fGh — (j — Dh].

Four of these six terms cancel in pairs, and the remaining expression equals the right
side of (A).
6. From (13), Sec. 11.4, with ¢ = 1 we get the exact solution

x+ct

1 1
u(x, t) = D) f sin 7rs ds = o [cos m(x — ct) — cos w(x + cP)].
—ct

- From (8) we have kg; = 0.1g; = 0.1 sin 0.1i. Because of the symmetry with respect
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to x = 0.5 we may list only the following values (with the exact values in parenthe-

ses):
t x = 0.1 x =02 x =03 x =04 x =05 L
0.0 0 - 0 0 0 0 '
0.1 0.030 902 0.058779 0.080 902 0.095 106 0.100 000
’ (0.030 396) (0.057 816) 0.079 577) (0.093 549) (0.098 363)
02 0.058 779 0.111 804 0.153 885 0.180 902 0.190 212
’ (0.057 816) (0.109 973) (0.151 365) (0.177 941) (0.187 098)
03 0.080 902 0.153 885 0.211 804 0.248 991 0.261 804
’ 0.079 577y  (0.151 365) (0.208 337) (0.244 914) (0.257 518)
0.4 0.095 106 0.180 902 0.248 991 0.292 706 0.307 770

(0.093 549) (0.177 941) (0.244 914) (0.287 914) (0.302 731)

8. Since u(x, 0) = f(x), the derivation is immediate. Formula (8) results if the integral
equals 2kg;.

10. Exact solution: u(x, £) = (x + £)2. The values obtained in the computation are those
of the exact solution. u;q, Uay, Ugy, Uy are obtained from (8) and the initial condi-
tions u;o = (0.2i)%, g; = 0.2i. In connection with the left boundary condition we can
use the central difference formula :

1 .
o Mg = u—1,) =~ uz(0, jk) = 2k

to obtain x_; ; and then (8) to compute uy; and (6) to compute ug ;1.

SOLUTIONS TO CHAPTER 19 REVIEW, page 984

22. y = €. Computed values are

X, Vn y(x,) Error X 10° Error in Prob. 21

0.01 1.010 000 1.010 050 50

0.02 1.020 100 1.020 201 101

0.03 1.030 301 1.030 455 154

0.04 1.040 604 1.040 811 207

0.05 1.051 010 1.051 271 261
0.06 1.061 520 1.061 837 316 ?
0.07 1.072 135 . 1.072 508 373 ;
0.08 1.082 857 1.083 287 430

0.09 1.093 685 1.094 174 489

0.10 1.104 622 1.105 171 549 0.005 171

We see that the error of the last value has decreased by a factor 10, approximately,
due to the smaller step.
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24, y=2e"% + x% + 1.

Xp Yn Error X 10%
0.1 2.8205 -8
0.2 2.6790 -15
0.3 2.5738 -22
0.4 2.5033 -27
0.5 2.4662 -32
0.6 2.4612 —-36
0.7 2.4871 -39
0.8 2.5429 —-42
0.9 2.6276 —44
1.0 2.7404 —46

26. y =€ 0,7-107%,7-1078,4 - 10~7, 106, 5 - 10~
28. From y' = x + y and the given formula we get, with 4 = 0.2,
' k =02(x, +y,)
ky = 02[x, + 0.1 +y, + 0.1(x,, + ¥n)]
= 0.2[1.1(x,, + y,) + 0.1]
k3 = 02, + 02 + 3, = 0202, + y,) + 04110ty + 3) + 0.1]]
= 02[1.24(x,, + y,) + 0.24]
and from this
‘ Yn+1 = Yn + £[1.328(x, + y,) + 0.128].

The computed values are

X, Yy Error X 10°
0.0 0.000 000 0
0.2 0.021 333 69
04 0.091 655 170
0.6 0.221 808 311
0.8 0.425 035 506
1.0 0.717 509 772

30. Solution y = tanx — x + 4.

Xn n Error X 10°%
0.8 4.22969 —52
1.0 4.55686 +548

The starting values were obtained by classical Runge—Kutta.

34. y; =2,2,1.68, -+, —3.30955; y2 =0, —1.6, 3.2, - - -, 5.17403. Exact solution
4y, + y,2 = 16 (ellipse). :

36. y1 = ~6e° + 3¢%, y, = 2% — £3%. orrors of yi: =1 X 1073, =3 X 1073,
—7 X 1073; errors of y,: —3 X 1074, —10 X 10~%, —25 X 10—%
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38. The computed values are

40.
42,
4.

Xn In Yy 1,7. Yexact Error y éxact Error
0.0 0 -3 0 0 -3 0

0.1 -03 -3 —0.299  0.001 -297  0.03

0.2 ~0.597 —2.94 —-0.592  0.005 -2.88  0.06

0.3 —0.884 985 —2.819 700 —0.873 0.011 985 -273  0.0897
04 —1.157910 —2.638 796 —1.136  0.021910 -2.52  0.118796
0.5 —1.409 698 —1.375 0.034 698 —2.25

u(Py1y) = u(P1g) = 105, u(Pyy) = 155, u(Pys) = 115
1.96, 7.86, 29.46

From the 3D-values given below we see that at each point x > 0 the temperature os-
cillates with a phase lag and a maximum amplitude that decreases with decreasing x.

t x=0 x =02 x =04 x =106 x=038 x=10
0 0 0 0 0 0 0
0.02 0 0 0 0 0 0.5
0.04 0 0 0 0 0.250 0.866 025
0.06 0 0 0 0.125 0.433 1
0.08 0 0 0.062 0.217 0.562 0.866 025
0.10 0 0.031 0.108 0.312 0.541 0.5
0.12 0 0.054 0.172 0.325 0.406 0
0.14 0 0.086 0.189 0.289 0.162 -0.5
0.16 0 0.095 0.188 0.176 —0.105 —0.866 025
0.18 0 0.094 0.135 0.041 —0.345 -1
0.20 0 0.068 0.067 —0.105 —0.479 —0.866 025
0.22 0 0.034 —0.019 —0.206 —0.485 —0.5
0.24 0 —0.009 —~0.086 ~-0.252 —0.353 0




PART F. OPTIMIZATION. GRAPHS

CHAPTER 20 Unconstrained Optimization.
| Linear Programming

Major Change

The simplex method of linear programming has been completely rewritten in the spirit of
matrix techniques, without making reference to other chapters (6 or 18).

SECTION 20.1. Basic Concepts. Unconstrained Optimization, page 990

Purpose. To explain the concepts needed throughout this chapter. To discuss Cauchy’s
method of steepest descent or gradient method, a popular method of unconstrained opti-
mization.
Main Content, Important Concepts

Objective function

Control variables

Constraints, unconstrained optimization

Cauchy’s method

SOLUTIONS TO PROBLEM SET 20.1, page 993
2. f(®) = (x; ~ 3)® + 4(x, — 1)2 — 13. Calculation gives

X1 Xg

3.73846 1.04615
3.11077 0.889231
3.0818 1.00511

4. f(x) = 0.8(x; + 1.4)% + 0.35(xy + 0.3) + const. Steps 1—3 give

X1 Xg
—1.48804 0.979908
—1.29286 —0.261496
—1.40147 —0.278573

6. f(x) = x,® — x, gives
zZ® =x —f2x;, —1]=[1 —20x;, x, + 1],
hence
g0 =1 —20%x2% — x5 ~ ¢,
g®=—401-20x2—-1=0.

263
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From this,
1
1—2t=— 2
For this ¢,
_ 1
z(t) = l:— et

L
2 8x12 ’

From this, with x; = 1, x5 = 1, we get successively

o, =[-% 1+1+1%]
2 =[1, 1+2-3+4+2]
Z(a)=[—'%, 1+3'%+2‘%‘+2], etc.

The student should sketch this, to see that it is reasonable. The process continues in-

definitely, as had to be expected.

8. The calculation gives for steps 1—5

X1

X2

—1.33333
—3.55556
2.37037
6.32099
—4.21399

2.66667
—1.77778
—4.74074

3.16049

8.42798

This is the beginning of a broken line of segments spiraling away from the origin. At
the corner points, f is alternatingly positive and negative and increases monotone in

absolute value.

o o1

10. CAS PROJECT. (c) For f(x) = %,2 + x,* the values converge relatively rapidly to

X1

X2

0.410245
—0.00977922
0.007137
—0.00550786

0.00441861
—0.00364745

—0.589755
—0.16973

—0.152814
—0.140169
—0.130242
—0.122176

Similarly for f(x) = x;* + x5

X1

Xg

—0.352941
—0.249135
0.043965 -
0.0310341
—0.00547661
—0.00386584

0.705882
—0.124567
—0.08793

0.0155171

0.0109532
—0.00193292
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SECTION 20.2. Linear Programming, page 994

Purpose. To discuss the basic ideas of linear programming in terms of very simple ex-
amples. ’

Main antent, Important Concepts
Linear programnﬁng problem
Its normal form. Slack variables
Feasible solution, basic feasible solution
Optimal solution

Comments on Content

Whereas the function to be maximized (or minimized) by Cauchy’s method was arbitrary

(differentiable), but we had no constraints, we now simply have a linear objective func-

tion, but constraints, so that calculus no longer helps. .
No systematic method of solution is discussed in this section; these follow in the next

sections.

SOLUTIONS TO PROBLEM SET 20.2, page 997

2. No. For instance, f = 5x; + 2x, yields maximum profit f = 12 for every point on
the segment AB. :

6. Ordinarily a vertex of a region is the intersection of only mwo straight lines given by
inequalities taken with the equality sign. Here, (5, 4) is the intersection of three such
lines. This may merit special attention in some cases, as we discuss in Sec. 20.4.

8. The first inequality could be dropped from the problem because it does not restrict
the region determined by the other inequalities. Note that that region is unbounded
(stretches to infinity). This would cause a problem in maximizing an objective func-
tion with positive coefficients.

10. f(9, 4) = 270 + 40 = 310 is the maximum.

12. No solution because the region is unbounded

14. fo.x = f(9, 6) = 360 :

16. f = x; + x5, 2x; + 4x, = 800, 5x; + 2x5 = 600, x; = 50, x5, = 175,
Fmax = f(50, 175) = 225

18. x; = Number of days of operation of kiln I, X3 = Number of days of operation of
kiln II. Objective function f = 400x; + 600x,. Constraints:

3000x; + 2000x, = 9000 (Grey bricks)
2000x; + 5000x, = 17000 (Red bricks)
300x; + 1500x, = 4500 (Glazed bricks).

Fmin = f(1, 3) = 2200, as can be seen from a sketch of the region in the x,x,-plane
resulting from the constraints in the first quadrant. Operate kiln I one day and kiln IT
three days in filling that order. Note that the region determined by the constraints in
the first quadrant of the x,x,-plane is unbounded, which causes no difficulty because
we minimize (not maximize) the objective function.
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20. x; units of A and x5 units of B cost f = 1.5x; + 2x,. Constraints are

onl + 3SX2 2 100 (Protein)
700x; .+ 500x5 = 3100 (Calories).

From a sketch of the region we see that f,,;, = (3, 2) = 8.50. Hence the minimum
cost diet consists of 3 units A and 2 units B.

SECTION 20.3. Simplex Method, page 998

Purpose. To discuss the standard method of linear programming for systematically find-
ing an optimal solution by a finite sequence of transformations of matrices.

Main Content, Important Concepts
Normal form of the problem
Initial simplex table
Pivoting, further simplex tables (augmented matrices)

Comment on Concepts and Method
The given form of the problem involves inequalities. By introducing slack variables we

convert the problem to the normal form. This is a linear system of equations. The initial

simplex table is its augmented matrix. It is transformed by first selecting the column of
a pivot and then the row of that pivot. The rules for this are entirely different from those
for pivoting in connection with the solution of a linear system of equations. The selec-
tion of a pivot is followed by a process of elimination by row operations similar to that
in the Gauss—Jordan method (Sec. 6.7). This is the first step, leading to another simplex
table (another augmented matrix). The next step is done by the same rules, and so on. The
process comes to an end when the first row of the simplex table obtained contains no
more negative entries. From this final simplex table one can read the optimal solution of
the problem. ’

SOLUTIONS TO PROBLEM SET 20.3, page 1001

2. The normal form is

Z— X — Xg = 0
2xy + 4xg + x5 = 800
5x; + 2x5 + x, = 600.
The calculation is
1 -1 -1 0 0 0
To,=|0 2 4 1 0 800
0 5 2 0 1 600

800/2 = 400, 600/5 = 120, pivot 5

1 o0 -2 o { 120 Row 1 + £ Row 3
T,=(0 0 ¥ 1 -2 560 Row 2 — 2 Row 3
0 5 2 0 1 600
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560728 < 600/2, pivot 16/5

fmax
. The matrices and pivot selections are

1 —90 -350
‘ 0 1 3
T, =
o 1 1
0 3 1
pivot 3 in row 4
1 0 —20
0 0 8
Tl = Z
0 0 2
0 3 1
pivot 2/3 in row 3
1 0 0
T. = 0 0 0
>“lo o 2
0 3 0
fmax = 780 at X = 21/3 = 7 X9 = 2/

(= =)

1 0 0 &
T,={0 o0 ¥ 1 -2
0 5 0 -2 2
x1 = 250/5 = 50, x5 = 560/%8 = 175, z,,..,
. The matrices and pivot selections are
I -1 -1
To = 4
550/3 > 650/5, pivot 5
1 0 -t o 1
T,={0 o0 & 1 -2
[0 5 4 0 1
160/2 < 650/4, pivot 8/5
1 0 o } 3
T,=|0 o & 1 -3
o5 o -§ 3

225
560
250

Row 1 + & Row 2

Row 3 — 2 Row 2

= f(50, 175) = 225.

[ R

130
160
650

150
160
250

0 0
1 0
0 1
0 0
0 0
1 0
0 1
0 0
30
—4
1
-4
=3,

550
650

Row 1 + £ Row 3
Row 2 — 2 Row 3

Row 1 + 2 Row 2

Row 3 — 2 Row 2

= 150 at x, = 250/5 = 50, x, = 160/(8/5) = 100.

18
10
24

720
10
24

780

-0 O ©
)
e 1

|
— el i
[\

20

21

|
Njw W= =
[\
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8. The matrices and pivot selections are

1 -4 10 20 0 0 0 0
0 3 4 5 1 0 0 60
To =
0 2 1 0 0 1 0 20
| 0 2 0 0 0 1 30
60/4 = 15 < 20/1 = 20, pivot 4
1 -2 0 ¥ 5 0 0 —150]
0 3 4 5 1 0 0 60
=l 5 0 2 1 1
3 i 0 5
o 2 0 3 o 0 1 30l
60/5 > 30/3, pivot 3
1 -3 0 0 -8 0 -8 -225
T, = 6o -2 4 0 1 0 -3 10
o & o0 0 -1 1 % £
o0 2 0 3 o0 0 1 30]
Fmin = —225at x; = 0, x, = 10/4 = 2.5, x5 = 30/3 = 10.

SECTION 20.4. Simplex Method: Degeneracy, Difficulties in Starting,
page 1002

Purpose. To explain ways of overcoming difficulties that may arise in applying the sim-
plex method.

Main Content, Important Concepts

Degenerate feasible solution
Artificial variable (for overcoming difficulties in starting)

SOLUTIONS TO PROBLEM SET 20.4, page 1007

2. In the second step in Prob. 1 we had a choice of the pivot, and in the present prob-
lem, due to our rule of choice, we took the other pivot. The result remained the same.
The calculation is

1 -6 —12 0 0 0 0
I, = 0 1 o 1 0 o0 4

0 6 12 0 0 1 72

0 0 1 0 1 0 4

1 0 -12 6 0 0 24] R1 + 6 R2
I, = 0 1 o0 1 0 0 4 R2

0 0 12 -6 0 1 48 R3 — 6R2

o0 0 1 0 1 0 4] R4
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1 0 0 0 o0 1 72 R1 + R3
o1 0o 1 0o o 4 R2
== 12 -6 0 1 48 R3
0 o0 0 3 1 -% 0 R4 — 5 R3

~ This gives x; = 4, xo = 48/12 = 4, x3=0,x=0,x5 =0, f4, 4 = 72.
4. The calculation is as follows.

[1 —300 -s00 0 0 o 0
T, = 0 2 8 1 0 0 60
0 2 1 0 1 o0 30
L0 4 4 0 0 1 60
[1 0 -350 0 150 O 45007 RI1 + 150 R3
I, = 0 0 7 1 -1 0 30 R2 — R3
0 2 1 0 1 o 30 R3
o 0 2 0 -2 1 0] R4-2R3
1 0 0 0 —200 175 45007 R1 + 175 R4
T 0 0 0 1 6 —1 30 R2 - IR4
1o 2 0o o 2 -3 30| R3-1R4
0 0 2 o0 -3 1 ol R4

z = 4500 is the same as in the step before. But we shall now be able to reach the
maximum f(10, 5) = 5500 in the final step.

1 0 0 % o 1B 550 R1 + 12 R2
6 0 o 1 6 % 30 R2
T; = 1 2 1 '
102 0 -3 o 2 20 R3 — 1 R2
0o o 2 % o -4 10 R4 +1iR2

We see that x; = 20/2 = 10, x, = 10/2 = 5, x3 = 0,x =306 =35, x5=0,
z = 5500.

Problem 5 shows that the extra step (which gave no increase of z = f(x)) could
have been avoided if we had chosen 4 (instead of 2) as the first pivot.

6. The maximum £(0, 2.4, 0) = 2.4 is obtained as follows.

1 -1 -1 -1 0 o 0]
Tob=(0 4 5 8 1 0 12

L0 8 4 0 12

[1 0 -8 4 0o 3 8] RI+iR3
,=]0 0 % ¢ 1 -1 6 R2 ~  R3

0 8 5 4 0 1 12] R3

(1 0 0 % 3 & ¥ R+iRr
T,=(0 0 3 6 1 -1 6 R2

0 8 0 -8 2 2 0 R3 —2R2
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10.

From T, we see that x; = 0/8 = 0, x, = 6/3 = 12/5, x3 = 0, x4 = 0, x5 = 0,
z = 12/5.

. Maximize f= —2x; + x. The result is — fonin = Fmax = f2,3) = —1, hence

Ffmin = 1. The calculation is as follows. An artificial variable xg is defined by
X3 = —5+x + x5 + x6.
A corresponding objective function is
F= F- Mxg= (=2 + M)x; + (1 + M)xy — Mxz — 5M.

The corresponding matrix is

1 2-M -1-M M 0 0 -5M
0 1 1 -1 0 0
T0= ) 5
0 -1 1 o 1 0 1
0 5 4 0 0 1 40
From this we obtain
1 0 -3 2 0 0 -10 RI + (M — 2)R2
T - 0 1 1 -1 0 0 5 R2
Yo o 2 -1 1 0o 6 R3 + R2
o0 0 - 5 0 1 15 R4 — 5R2
and
1 o0 o 1 2 0 -1 Rl + £ R3
T = 0 1 o0 -3 -3 o R2 —1R3
o 0o 2 -1 1 o0 R3
o o o % 3 1 18 R4 +1R3

Weseethatx; = 2/1 = 2,x, =6/2=3,x3=0,x4 =0,x5 = 18,?= -1.
An artificial variable x¢ is defined by

Xg =X+ 2x5 — 6 + xg
and a corresponding objective function by
F =20 + x5 — Mxg = 2x; + x5 — M(xq — x; — 2x5 + 6)
=2+ Mx; + (1 + 2M)xy — Mxy — 6M.

This gives the matrix

1 —2-M -1-24 0 M 0 —6M
0 2 1 1 0 0
Tp =
0 1 2 0 -1 0
0 1 1 o o0 1
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and from it
1 0 —3M 1+3M M 0 2-5y RI+ (1 +imR2
0 2 1 1 0 o0 2 R2
T, = 3 1 1
0 o § -4 -1 0 5 R3 - 2R2
0 o ¢ -4 0 1 3 R4 — 1 R2
and from this
1 34 0 1424 M 0 2-2y R1 + M R2
R 1 0 0 2 R2
=1 5 -2 -1 0 2 R3 - 2R2
0 -1 0 -1 0 1 2 R4 — 1 R2

which still contains M.

SOLUTIONS TO CHAPTER 20 REVIEW, page 1007
12. 9 steps give the solution [—1, 2] to 6S. Steps 1—5 give

X1 Xg
—1.01462 3.77669
—0.888521 2.07432
—1.00054 2.06602
—0.995857 2.00276
—1.00002 2.00245

14. The values obtained are
Xy Xo

—1.04366 0.231924
—0.758212 1.51642

-1.01056 1.5725
—0.941538 1.88308
—1.00255 1.89664

Gradients (times a scalar) are obtained by calculating differences of subsequent val-
ues. Orthogonality follows from the fact that we change direction when we are tan-
gent to a level curve and then proceed perpendicular to it.

16. Replace —V{ by Vf.

24. fiax = (6, 3) = 180
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SECTION 21.1. Graphs and Digraphs, page 1010

Purpose. To explain the concepts of a graph and a digraph (directed graph) and related
concepts, as well as their computer representations.

Main Content, Important Concepts
Graph, vertices, edges
Incidence of a vertex v with an edge, degree of v
Digraph
Adjacency matrix
Incidence matrix
Vertex incidence list, edge incidence list

Comment on Content

Graphs and digraphs have become more and more important, due to an increase of sup-
ply and demand—a supply of more and more powerful methods of handling graphs and
digraphs, and a demand for those methods in more and more problems and fields of ap-
plication. Our chapter, devoted to the modern central area of combinatorial optimization,
will give us a chance to get a feeling for the usefulness of graphs and digraphs in gen-
eral.

SOLUTIONS TO PROBLEM SET 21.1, page 1014

4.
o 1 1 1 1}
0 1 1 1
1 0 1 1 1 :
. 1 0 1 1
6. | 1 1 0 0 0 8.
1 1 0 1
1 1 0 0 0
1 1 1 0
! 1 0 0 0
[0 1 0 0 O]
0 0 1 1 1
10. [ O 0 0 0 0
0 1 0 0 1
| O 1 0 1 0
16. Join v, to Vg, * * * , Uy, then U5 tO Ug, * * + , Uy, then vg to vy, - -+ + , U, etc.; then take

thessm1 +2+---+®m—1)= %n(n — 1), the number of edges you have used
in that process.
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! r L ! 0 1 0 1 0 Vertex Incident Edges
2l 0 1 0o 1 o 1
5 1 —e1, —€y, €3, —€4
8530 1 1 0 o o0 o 2. . .
“4lo 0o o 1 1 o o 3 P—
sto o o o o 1 1] 4 4

SECTION 21.2. Shortest Path Problems. Complexity, page 1015

Purpose. To explain a method (by Moore) of determining a shortest path from a given
vertex s to a given vertex ¢ in a graph, all of whose edges have length 1.

Main Content, Important Concepts
Moore’s algorithm (Table 21.1)
BFS (Breadth First Search), DFS (Depth First Search)
'Complexity of an algorithm
Efficient, polynomially bounded

Comment on Content

The basic idea of Moore’s algorithm is quite simple. A few related ideas and problems
are illustrated in the problem set.

SOLUTIONS TO PROBLEM SET 21.2, page 1019
2. There are 3 shortest paths, of length 4 each:

s s s
t 4 ¢
(A) (B)

~ Which one we obtain in backtracking depends on the numbering (not labeling!) of
the vertices and on the backtracking rule. For the rule in Example 1 and the num-
bering shown in the following figure we get (B).

©

If we change the rule and let the computer look for largest (instead of smallest)
numbers, we get (A).
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4. n — 1. If it had more, a vertex would appear more than once and the corresponding
cycle could be omitted. One edge.

6. This is true for [ = 0 since then v = s. Let it be true for an [ — 1. Then Av;_,) =
I — 1 for the predecessor v;_; of v on a shortest path s — v. We claim that when
v;_; gets labeled, v is still unlabeled (so that we shall have A(v) = I as wanted). In-
deed, if v were labeled, it would have a label less than I, hence distance less than /
by Prob. 5, contradicting that v has distance /.

8. No

.10.

12, Delete the edge (2, 4).

141-2-3-4-5-3-1, 1-3-4-5-3-2-1

16. Let T: s — s be a shortest postman trail and v any vertex. Since T includes each edge,
T visits v. Let Ty: s — v be the portion of T from s to the first visit of v and Ty
v — s the other portion of T. Then the trail v — v consisting of T, followed by T
has the same length as T and solves the postman problem.

SECTION 21.3. Bellman’s Optimality Principle. Dijkstra’s Algorithm,
page 1020 :

Purpose. This section extends the previous one fo graphs whose edges have any (posi-
tive) length and explains a popular corresponding algorithm (by Dijkstra).
Main Content, Important Concepts

Bellman’s optimality principle, Bellman’s equations

Dijkstra’s algorithm (Table 21.2)

Comment on Content

Throughout this chapter, one should emphasize that algorithms are needed because most
practical problems are so large that solution by inspection would fail, even if one were
satisfied with approximately optimal solutions.

SOLUTIONS TO PROBLEM SET 21.3, page 1023

2. Let j be the vertex that gave k its present label Ly, namely, L; + Lz. After this label
was assigned, j did not change its label, since it was then removed from J<£. Next,
find the vertex that gave j its permanent label, etc. This backward search traces a path
from 1 to k, whose length is exactly L.

4. The algorithm gives
1.L;=0,L,=2L;=6Ly=815=0
2. Ly =2, k=2
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3. Ly =min {6,2 + I} = 5
L,=min {8,2 + I} = 8
Ls = min {0, 2 + ®} = »

2. Ly=5k=3

3. Ly=min {8,5 + I;,} = 8
Ls = min {%, 5 + ©} = «

=8,k=4

min {0, 8 + [,5} = 28

2. Ly =28, k=S5,
so that the answer is

@
S
[T

(1,2), (1, 4), 2, 3), 4, 5); Ly=2Ly=5L,=8,Ls=28.

6. Dijkstra’s algorithm gives
LL=0L,=15L=21,=10,%;,=6
2. 03=2
3. Ly = min {15, 2 + I,} = 15
L, = min {10, 2 + I3} = 10
Ls = min {6,2 + g5} = 5
2. I;=5
3. Ly = min {15, 5 + I,} = 15
Ly = min {10,5 + Iy} = 9

2. L4=9
3. Ly = min {15, 9 + I,} = 14
2. L, = 14.

The answer is (1, 3), (2, 4), 3,5), (4,5); Ly =14, Ly =2, L, = 9, Ls = 5.

8. Dijkstra’s algorithm gives

1. L1=O,Zz=8,z3=10,Z4=°°,Zs=5,iﬁ=

2. L;=5

3. Ly =min (8,5 + I} = 7
Lz = min {10, 5 + I53} = 10
Ly = min {®, 5 + I5,} = 10
Lg = min {0, 5 + 55} = 7

2. Ly=7

3. Ly = min {10, 7 + I3} = 9
Ly = min {10, 7 + L,,} = 10
Le =min {7, 7 + lyg} = 7

2. Lg=17

3. Ly=min {9, 7 + Igz} = 9
L, = min {10, 7 + Iy} = 8

2. L,=38

3. Ly =min {9, 8 + I,5} = 9

2. Ly =09,

The answer is (1, 3), (2, 3), 2, 5), 4, 6), (5, 6);

Le =T.

L2=7,L3=9,L4=8,L5=5,
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SECTION 21.4. Shortest Spanning Trees. Kruskal’s Greedy Algorithm,
-page 1024

Purpose. After the discussion of shortest paths between two given vertices, this section
is devoted to the construction of a tree in a given graph that is spanning (contains all ver-
tices of the graph) and is of minimum length.

Main Content, Important Concepts
Tree
Cycle
Kruskal’s greedy algorithm (Table 21.3)

Comment on Content

Figure 459 illustrates that Kruskal’s algorithm does not necessarily give a tree during each
intermediate step, in contrast to another algorithm to be discussed in the next section.

SOLUTIONS TO PROBLEM SET 21.4, page 1027

3
2.2—1— 4<
5
6—5
/
4, 7—8 1
%
AN
4—3
Note that trees, just as general graphs, can be sketched in different ways.
2—6
6. 4— 3< ‘
5—1

8. Order the edges in descending order of length and delete them in this order, retain-

ing an edge only if it would lead to the omission of a vertex or to a disconnected .

graph.

10. Order the edges in descending order of length and choose them in this order, reject-
ing an edge when a cycle would arise.

14. Let P;: u — v and Py: u — v be different. Let ¢ = (w, x) be in P; but not in P,.
Then P, without e together with P, is a connected graph. Hence it contains a path
P;: w — x. Hence P together with e is a cycle in T, a contradiction.

16. True for n = 2. Assume truth for all trees with less than n vertices. Let T be a tree
with n = 2 vertices, and (z, v) an edge of T. Then T without (u, v) contains no path
u — v, by Prob. 14. Hence this graph is disconnected. Let Gy, G, be its connected
components, having n, and n, vertices, hence n; — 1 and ny — 1 edges, respectively,
by the induction hypothesis, so that Ghasny — 1 + np, — 1 + 1 = n ~ 1 edges.

18. Extend an edge e into a path by adding edges to its ends if such exist. A new edge -

attached at the end of the path introduces a new vertex, or closes a cycle, which is
impossible. This extension terminates on both sides of e, yielding two vertices of de-
gree 1.
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20, If G is a tree, it has no cycles, and has n — 1 edges by Prob. 16. Conversely, let G

have no cycles and n — 1 edges. Then G has 2 vertices of degree 1 by Prob. 18. Now

- prove connectedness by induction. True when n = 2. Assume true forn = k — 1.

Let G with k vertices have no cycles and k — 1 edges. Omit a vertex v and its inci-
dent edge e, apply the induction hypothesis and add ¢ and v back on.

SECTION 21.5. Prim’s Algorithm for Shortest Spanning Trees, page 1028

Purpose. To explain another algorithm (by Prim) for constructing a shortest spanning tree
in a given graph whose edges have arbitrary (positive) lengths.

Comments on Content
In contrast to Kruskal’s greedy algorithm (Sec. 21.4), Prim’s algorithm gives a tree at
each intermediate step.

The problem set illustrates a few concepts that can be fit into the present cycle of ideas.

SOLUTIONS TO PROBLEM SET 21.5, page 1030

2. In Step 2 we first select a smallest ly; for the n — 1 vertices outside U; these are
n — 2 comparisons. Step 3 then requires n — 2 updatings (pairwise comparisons). In
the next round we have n — 3 comparisons in Step 2 and n — 3 updatings in Step 3,
and so on, until we finally end up with 1 comparison and 1 updating. The sum of all
these numbers is (n — 2)(n — 1) = o). '

4. An algorithm for minimum spanning trees must examine each entry of the distance
matrix at least once, because an entry not looked upon might have been one that
should have been included in a shortest spanning tree. Hence, examining the relevant
given information is already O(n%) work.

6. The algorithm gives

. Relabeling
Initial
Vertex Label @ Im dm)
2 112 =6 132 =3
3 113 =1
4 o 134 =10 134 =10 154 =2
5 hs=15  Ig=15  L.=9

We see that we got
1,3),3,2),(2,5),(5,4; L=15.
The tree has the length L = 15.

To visualize the effect of the algorithm, use the graph (the figure) and for each step
circle U and then go along the “circle” and look for the shortest edge that crosses it.
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8.

10.

12.

14.

The algorithm gives
. Relabeling
Initial
Vertex Label @ an ) av) W) Q%)
2 Ly=3
3 o lyy = 4
4 e s l3gg =3 lgg=1
5 ® o lys =5 lis =5 lis =5
6 o Le=10 Ig=2
7 0 log =7 I3 =6 iy =6 lazr =6 g7 =6
8 lig=8 lypg=7 log =17 log =7 log =7 log=T7 lpg=7

We see that we got
1, 2), 2, 3), (3, 6), (6, 4),3,5,3, 7 (2, 8).

The length is L = 28.
The algorithm proceeds as follows.

. Relabeling
Initial
Vertex Label o 1] - () )

2 li9 = 20 lis =20 Igp = 4 Igg = 4
3 Y ls3=106
4 o] l54 =12 134 =2
5 l15 = 8
6 lig = 30 Le =30 lLig =30 lig = 30 Iy = 10

Hence we got successively
(1,5),5,3),3,4),(3,2),(2,6); L=30.
In Prob. 6 of Sec. 21.4 we got the same edges, but in the order
3, 4),(2,3),(3,5),1,5), 2, 6).
We obtain, in this order, the tree
{1, 2), (2, 8), 8,7), (8,6), (6, 5), (2,4), 4, 3).

The length is 40.

TEAM PROJECT. (a) (1) = 16, €(2) = 22, €(3) = 12.

b) d(G) = 24, r(G) = 12 = €(3), center {3}.

(c) 20, 14, center {3, 4}

(e) Let T* be obtained from T by deleting all endpoints (= vertices of degree 1) to-
gether with the edges to which they belong. Since for fixed u, max d(u, v) oc-
curs only when v is an endpoint, e(u) is one less in T* than it is in T. Hence the
vertices of minimum eccentricity in 7 are the same as those in 7*. Thus T has
the same center as T*. Delete the endpoints of 7T* to get a tree T** whose cen-
ter is the same as that of T, etc. The process terminates when only one vertex or
two adjacent vertices are left.
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(f) Choose a vertex u and find a farthest v;. From v 1 find a farthest v,. Find w such
that d(w, v,) is as close as possible to being equal to 3d(v,, v,).

SECTION 21.6. Networks. Flow Augmenting Pathé, page 1031

Purpose. After shortest paths and spanning trees we discuss in this section a third class
of practically important problems, the optimization of flows in networks.

Main Content, Important Concepts

Network, source, target (sink)

Edge condition, vertex condition
Path in a digraph, forward edge, backward edge !
Flow augmenting path

Cut set, Theorems 1 and 2
Augmenting path theorem for flows
Max-flow min-cut theorem

Comment on Content
An algorithm for determining flow augmenting paths follows in the next section.

SOLUTIONS TO PROBLEM SET 21.6, page 1037
2.T=1{2,4,6},cap(S, T) =20 + 10 + 4 +13+3 =150
4. T=1{3,4,56,7),cap(S, T) =7 + 8 = 15
6. T=1{4,56,7},cap(S,T) =7 + 10 = 17
8. One is interested in flows from s to t, not in the opposite direction.
10. A14 = 6, A45 = 3, A52 = 1, A23 = 3, A36 =7
12. A]_Z = 5, A24 = 8, A45 = 2, A12 = 5, A25 = 3; A13 = 4, A35 =0,
From these numbers we see that flow augmenting paths are
Py 1-2-4-5Af=2
Py 1-2-5Af=3
Py 1—-3-5Af=4
14. Flow augmenting paths are
Py 1-2-4-6,Af=1 *
Py 1-3-5-6,Af=1
Py 1-2-3-5-6Af=1
P, 1-2-3-4-5-6,Af =1, etc. |
16. The maximum flow is f = 14. It can be realized by f1, = 8, f13 = 6, fosa = 8,
faz = 4, f35 = 10, fas = 4.
18. The maximum flow is f = 4. It is realized by |
Fi2=2f13=2 faa =1, fas =1, fa5 =1, fa = 2, fus = 0,
fae =3, fs6 = 1. '
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20.

f is unique, but the way in which it is achieved is not, in general. In the present case
we can change f,5 from 0 to 1, f46 from 3 to 2, f56 from 1 to 2.

Ifo<f;<ec

SECTION 21.7. Ford-Fulkerson Algorithm for Maximum Flow, page 1038

Purpose. To discuss an algorithm (by Ford and Fulkerson) for systematically increasing
a flow in a network (e.g., the zero flow) by constructing flow augmenting paths until the
maximum flow is reached.

Main Content, Important Concepts

Forward edge, backward edge
Ford-Fulkerson algorithm (Table 21.8)

Scanning of a labeled vertex

Comment on Content
Note that this is the first section in which we are dealing with digraphs.

SOLUTIONS TO PROBLEM SET 21.7, page 1040

2.

Scanning the vertices in the order of their numbers, we get a flow augmenting path
P;: 1-2—-4-6

with A; = 1 and then
Py 1-3—-4-6

with A, = 1, but no further flow augmenting path. Since the initial flow was 2, this
gives the total flow f = 4.

. The given flow equals 9. We first get the flow augmenting path

P;: 1-2-5 with A, =2,
then the flow augmenting path
Py 1-3-5 with A, =5,
and finally the flow augmenting path
Py 1-2-3-5 with A, =1.

The maximum flowis9 + 2 4+ 5+ 1= 17. -
No. This follows from Theorem 4 in Sec. 21.6.

. Not more work than in Example 1. Steps 17 are similar to those in the example and

give the flow augmenting path
P 1: 1 - 2 - 3 - 6,

which augments the flow from 0 to 11.

In determining a second flow augmenting path we scan 1, labeling 2 and 4 and get-
ting A, = 9, A4, = 10. In scanning 2, that is, trying to label 3 and 5, we cannot la-
bel 3 because c; = c23 = fi = fe23 = 11, and we cannot label 5 because fsz = 0.
In scanning 4 (i.e., labeling 5) we get A5 = 7. In scanning 5 we cannot label 3 be-
cause fas = 0, and we further get Ag = 3. Hence a flow augmenting path is
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Py: 1-4-5-6¢6
and A, = 3. Together we get the maximum flow 11 + 3 = 14 because no further
flow augmenting paths can be found. The result agrees with that in Example 1.

10. The forward edges of the set are used to capacity; otherwise one would have been
able to label their other ends. Similarly for the backward edges of the set, which carry
no flow.

12. Let G have k edge-disjoint paths s — ¢, and let ¥ be a maximum flow in G. Define
on those paths a flow f by f(e) = 1 on each of their edges. Then f = k = ¥ since f
is maximum. Now let G* be obtained from G by deleting edges that carry no portion
of . Then, since each edge has capacity 1, there exist f edge-disjoint paths in G*,
hence also in G, and f = £ Together, f = k.

14. Since (S, T) is a cut set, there is no directed path s — ¢ in G with the edges of (S, T)
deleted. Since all edges have capacity 1, we thus obtain

cap (S, T) = q.

Now let E be a set of g edges whose deletion destroys all directed paths s —> t, and
let Gy denote G without these q edges. Let V, be the set of all those vertices v in G,
for which there is a directed path s — v. Let V; be the set of the other vertices in G.
Then (V,, V) is a cut set since s € Vo and ¢ € V. This cut set contains none of the
edges of Gy, by the definition of Vo- Hence all the edges of Vo, V1) are in E,, which
has g edges. Now (S, T) is a minimum cut set, and all the edges have capacity 1.
Thus,

cap (S, T) = cap (Vy, Vy) < q.
Together, cap (S, T) = q.

SECTION 21.8. Assignment Problems. Bipartite Matching, page 1041

Purpose. As the last class of problems, in this section we explain assignment problems
(of workers to jobs, goods to storage spaces, etc.), so that the vertex set V of the graph
consists of two subsets S and T and vertices in S are assigned (related by edges) to ver-
tices in 7.
Main Content, Important Concepts

Bipartite graph G = (V, E)=(S,T,E)

Matching, maximum cardinality matching

Exposed vertex

Alternating path, augmenting path

Matching algorithm (Table 21.9)

Comment on Content

A few additional problems on graphs, related to the present circle of ideas as well as of
a more general nature, are contained in the problem set.

SOLUTIONS TO PROBLEM SET 21.8, page 1045

2. 8={1,5;T= {23, 4}. Just move 2 down and you see it.
4. Yes, § = {1,4, 5, 8}
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10.

12.

14.
16.

20.

No, as for a triangle, septangle, etc., whereas square, hexagon, octagon, * - -, are bi-
partite. '
1-2-3-7=-5-4

1,4),2,3),65,7) ‘

From the answer to Prob. 9 we see that as a matching of cardinality 3 we can take
(1, 4), (3, 6), (7, 8). Addition of (2, 5) gives the desired matching of maximum car-
dinality 4.

5. (Make a sketch.)

Period
1 2 3 4
T Caq C3 C1 -
T, C1 Cq C3 Co
T3 - Co Ca C3

One might perhaps mention that the particular significance of K and K3 3 results from
Kuratowski’s theorem, stating that a graph is planar if and only if it contains no
subdivision of Kj or K33 (that is, it contains no subgraph obtained from K5 or Ks3
by subdividing the edges of these graphs by introducing new vertices on them).

SOLUTIONS TO CHAPTER 21 REVIEW, page 1046

16.

22.

24.
28.
34.

0 1 0

[ B

18.

0
0
1
1

-0 o O
o o o~
O O e
—

o o= o o o
o o= o o o

— e O = b

]
O = = O
O O = O -

Vertex Incident Edges

€1, €3

€1, €2, €4

€2, €5

€3, €4, €5, €g, €7
€6

]

A BN

1,2),1,4),2,3); Ly=2,L3=51L4=35
The maximum flow is f = 7.
1,6),45),2,3),7.8




PART G. PROBABILITY AND STATISTICS

CHAPTER 22 Data Analysis. Probability Theory
Change

The beginning is a new section on data anélysis, explaining stem-and-leaf plots and
boxplots and motivating probability by relative frequency.

SECTION 22.1. Data: Representation, Average, Spread, page 1050

Purpose. To discuss standard graphical representations of data in statistics. To introduce
concepts that characterize the average size of the data values and their spread (their vari-
ability).
Main Content, Important Concepts
Stem-and-leaf plot
Histogram
Boxplot
. Absolute frequency, relative frequency
Cumulative relative frequency
Outliers
Mean
Variance, standard deviation
Median, quartiles, interquartile range
Comment on Content

We explain the logic of the order of material. The graphical representations of data to be
discussed in this section have become standard in connection with statistical methods. Av-
erage size and variability give the two most important general characterizations of data.
Relative frequency will motivate probability as its theoretical counterpart. This is a main
reason for presenting this material here before the beginning of our discussion of proba-
bility in this chapter. Randomness is not mentioned here because the introduction of sam-
ples (random samples) as a concept can wait until Chap. 23 when we shall need them in
connection with statistical methods. The connection with this section will then be imme-
diate and will provide no difficulty or duplication.

SOLUTIONS TO PROBLEM SET 22.1, page 1054

2. 91, = 16, gy = 17, gy, = 17.5. Not symmetric with respect to gy,.
4. g, = —0.51, gy = —0.18, qy = 0.25
6. g1, = 11.0, gy = 12.6, gy = 134
8. 9. =82,gy =84, g, = 86
10. g7, = 199, g5y = 201, gy = 201
12. ¥ = 16.9, s = 0.83, IQR = 1.5

283




284

Instructor’s Manual

14. ¥ = 12.6 but g5, = 7. The data are not sufficiently symmetric. s = 9.07.

16. Xpin = X; = Xmax- Now sum over j from 1 to 7. Then divide by n to get
Xmin =x= Ymax-

18. Points to consider are the amounts of calculation, the size of the data (in using quar-
tiles we lose information—the larger the number of data points, the more informa-
tion we lose), and the symmetry and asymmetry of the data. In the case of symme-
try we have better agreement between quartiles on the one hand and mean and variance

_ on the other, as in the case of data with considerable deviation from symmetry.

- SECTION 22.2. Experiments, Outcomes, Events, page 1055

Purpose. To introduce basic concepts needed throughout Chaps. 22 and 23.
Main Content, Important Concepts

Experiment

Sample space S, outcomes, events

Union, intersection, complements of events
Mutually exclusive events

Representation of sets by Venn diagrams

Comment on Content

To make the chapter self-contained, we explain the modest amount of set-theoretical con-
cepts needed in the next sections, although most students will be familiar with these mat-
ters.

SOLUTIONS TO PROBLEM SET 22.2, page 1057

2. 62 = 36 outcomes, which are ordered pairs (1, 1), (1, 2), - - - (6, 6), where the first
number refers to the first die and the second number to the second die.

4. Let A: Six, N = A®: No Six. Then the infinitely many outcomes are A, NA, NNA,
NNNA, etc.

6. No, A N B = S\'({RRR} U {LLL}). Yes, we cannot obtain 2 right-handed and 2
left-handed screws in the same trial because we draw only 3 screws.

8. A={(1,1),---,6,6}LB={(11,1,2,1,3),2, 1, 22), G, 1D},ANB=
{1, 1), 2, 2)}, etc.
10. With the notation in Prob. 4 we have
E = {A, NA, NNA, NNNA, NNNNA}.
The complement is

EC: Rolling 6 or more times to get the first Six.
12. T has 7 elements, L has 10, T N L has 4.

~l

S

Section 22.2. Problem 12
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14. For instance, for the first formula we can proceed as follows (see the figure). On the
right,
A U B: All except 3

A U C: All except 5
and the intersection of these two is

Right side: All except 3 and 5.
On the left,

A=1U2U6U7
BNC=4uU7

and the union of these two gives the same as on the right.
Similarly for the other formula.

Section 22.2, Problem 14

SECTION 22.3. Probability, page 1058
Purpose. To introduce

1. Laplace’s elementary probability concept based on equally likely outcomes,
2. The general probability concept defined axiomatically.
Main Content, Important Concepts

Definition 1 of probability

Definition 2 of probability

Motivation of the axioms of probability by relative frequency
Complementation rule, addition rules ]

Conditional probability

Multiplication rule, independent events

Sampling with and without replacement

Comments on Content

Whereas Laplace’s definition of probability takes care of some applications and some sta-
tistical methods (for instance, nonparametric methods in Sec. 23.8), the major part of ap-
plications and theory will be based on the axiomatic definition of probability, which should
thus receive the main emphasis in this section.

Sampling with and without replacement will be discussed in detal in Sec. 22.7.
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SOLUTIONS TO PROBLEM SET 22.3, page 1063

2.
4.

10.

12.

14.

16.

18.

AC = {(5, 6), (6, 5), (6, 6)}, P(A®) = 3/36. Answer: 1 — 3/36 = 11/12
Increase. The probabilities are (20/30)(19/29) for RR, (20/30)(10/29) for RL and

LR. For RR the probability decreases, whereas the other two probabilities increase.
Answer: 780/870 = 0.89655 > 8/9 = 0.88889

. P=1/6+ 1/6 + 1/6 — 1/36 — 1/36 — 1/36 + 1/216 = 91/216. Check by the com-

plementation rule: 1 — 5%/216 = 91/216 because each of the dice can independently
show one of the numbers 1, - - -, 5, whereas 6 is out.

L A= {(1, D), (1,2), (2, 1), (1, 3),(2,2), (3, 1)}. The sample space has 10 - 10 = 100

outcomes. Answer: 1 — 6/100 = 94%
By the multiplication rule (Theorem 4) we obtain

@ 2 48749
a 200 199 T
100 100 100 100
) = T 2 50.25%

200 199 200 199

© Same as (a).

Since (a)—(c) exhaust all possibilities, these probabilities must add up to 1, which pro-
vides a way of checking resuits in this and similar cases.

50 49
(d) 200 199 - 6.16%

P* = 0.99 gives P = 0.99749 as the probability that a single switch does not fail dur-
ing a given time interval, and the answer is the complement of this, namely, 0.25%.
Drawing without replacement from the (hypothetically infinite) production that is go-
ing on. The probabilities are

(a) 0.982 = 96.04%
(b) 2-0.98-0.02 = 3.92%
(c) 0.02%2 = 0.04%

and the sum is 1.

We list the outcomes that favor the event whose probability we want to determine,
and after each outcome the corresponding probability (F = female, M = male):

FF 1/4
MFF 1/8
FMF 1/8
MMFF 1/16
MFMF 1/16
FMMF 1/16

This gives the answer 11/16.

We have

A=BU@ANBY
where B and A N BC are disjoint because B and BC are disjoint. Hence by Axiom 3,
P(A) = P(B) + P(A N B°) = P(B)
because P(A N BC) is a probability, hence nonnegative.
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20. We have

PA) =2/4 =1/2, PB) = 112, P(CYy =12
and

P(A N B) = 1/4, P(B N C)=1/4, P(C N A) = 1/4,
but P(A N B N C) = 0 because there is no chip numbered 111; hence
P(A N BN C)# PAPB)P(C) = 1/8.

SECTION 22.4. Permutations and Combinations, page 1064

Purpose. To discuss permutations and combinations as tools necessary for systematic
counting in experiments with a large number of outcomes.

Main Content

Theorems 1-3 contain the main properties of permutations and combinations we must
know.

Formulas (5)—(14) contain the main properties of factorials and binomial coefficients
we need in practice.

Comment on Content

The student should become aware of the surprisingly large size of the numbers involved
in (1)—(4), even for relatively modest numbers # of given elements, a fact that would make
attempts to list cases a very impractical matter. :

SOLUTIONS TO PROBLEM SET 22.4, page 1068
2. The 5!/3! = 120/6 = 20 permutations are

ae ai ao au

' ea . el eo eu
la e . o iu
oa oe ol . ou

ua ue ui uo

5
The (3) = 10 combination without repetition are obtained from the previous list by
regarding the two pairs consisting of the same two letters (in opposite orders) as equal.

5+2—-1 6
The ( 5 ) = (2) = 15 combinations with repetitions consist of the 10 com-

binations just mentioned plus the 5 combinations
aa ee ii 00 uu.

4. In 7! = 5040 ways

o0 () () () - o

100 '
8. There are ( 10) samples of 10 from 100; hence the probability of picking a partic-
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10.
12.
14.

16.

100 97
ular one is 1/ ( 10 ) . Now the number of samples containing the 3 male mice is ( 7 )
because these are obtained by picking the 3 male mice and then 7 female mice from

7
97, which can be done in ( 7 ) ways. Hence the answer is
97 100y 2 0.074%
7 10) 2695
In 6!/6 = 120 ways '
(a) 1/84, (b) 5/21

The complementary event (no two people have a common birthday) has probability

1
?523 365 - 364 - - - 346 = (0.5886

{(which can also be nicely computed by the Stirling formula). This gives the answer -

41%, which is surprisingly large.
TEAM PROJECT. (a) There are # choices for the first thing and we terminate with
the kth thing, for which we have n — k + 1 choices.

(b) The theorem holds when k£ = 1. Assuming that it holds for any fixed positive

n+
k, we show that the number of combinations of (k + 1)th order is (k + 1) . From

n+k—1
the assumption it follows that there are ( ' ) combinations of (k + 1)th

order whose first element is 1 (this is the number of combinations of kth order).

n+k—2
Then there are ( P ) combinations of (k + 1)th order whose first ele-

ment is 2 (this is the number of combinations of kth order of the # — 1 elements
n+k—3
2, 3,---,n). Then there are ( , ) combinations of (k + 1)th order

whose first element is 3, etc., and, by (13),

(n+k—1) (n+k—2) (k) "'1(k+s) (n+k_)
+ + -4 = 2 = .
k k k =0 k k+1
(d) a"b™* is obtained by picking k of the n factors
(a+b)a+b)---(a+b) (n factors)
and choosing a from each of k factors (and b from the remaining n — k factors);

n
by Theorem 3, this can be done in (k) ways.

(e) Apply the binomial theorem to
A +DbP1 + b=+ bP*

q

+.
1" has the coefficient (p q) on the right and > (‘z ) ( ) on the left.
r .
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SECTION 22.5. Random Variables, Probability Distributions, page 1069

Purpose. To introduce the concepts of discrete and continuous random variables and their
distributions (to be followed up by the most important special distributions in Secs. 22.7
and 22.8).

Main Content, Important Concepts
Random variable X, distribution function F(x)

Discrete random variable, its probability function
Continuous random variable, its density

Comments on Content

The definitions in this section are general, but the student should not be scared because
the number of distributions one needs in practice is small, as we shall see.

Discrete random variables occur in experiments in which we count, continuous ran-
dom variables in experiments in which we measure.

For both kinds of random variables X the definition of the distribution function F(x) is

the same, namely, F(x) = P(X = x), so that it permits a uniform treatment of all X. For
discrete X the function Fi (%) is piecewise constant; for continuous X it is continuous. For
obtaining an impression of the distribution of X the probability function or density is more
useful than F(x).

SOLUTIONS TO PROBLEM SET 22.5, page 1074

2. k= 1/8becauseof (6)and 1 + 3 +3 + 1 = §
4. k = 1/100 because of (6) and 1 + 8 + 27 + 64 = 100
6. F=0—5+2x, 1ifx<2,2<x<6x>6, respectively. The probabilities are
and 3.
This problem and Prob. 7 are important to the student in explaining the two basic
tasks.

1. Find P fbr given x,
2. Find x = ¢ for given P

in the simplest possible situation.
8 f=01e"01% 1 - ¢ 01z = 095 x = (In 20)/0.1 = 29.96
10. 42/90, 42/90, 6/90, 0, 48/90

12. To have the area under the density curve equal to 1, we must have k = 5.If A de-
notes “Defective” and B = A, we have

120.09

P(B) =5 f dx =09, P@)=0.1,

119.91

so that about 50 of the 500 axles will be defective. This can also be seen without

calculation.
14. The outcomes and their probabilities are (A: Six, B = A%
P@A) =1}
P(BA) = § -}
5

- P(BBA)=%-§-1 et

[+>]
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Hence the event X = x: First Six in rolling x times has the probability

_1(2)“ =12,
@) = 5 . x=12

6
We can now verify (6) by applying the sum formula of the geometric series:
1
= 12 (577 1& (57 6
S5 (3) -2EE)-—5-
z=1 z=1 y=0 1 -
6

Here x — 1 = y.
16. Integrating the density, we obtain the distribution function
Fr)=0ifx < —1, F) = 3(x + 12if — 1 = x < 0,
Fy=1—-3x—-1?if0=x<1,Fx) =1ifx= 1
About 500 of thé cans will contain 100 gallons or more because ¥ = 100 corresponds
to X = 0 and F(0) = 0.5. Similarly, ¥ = 99.5 corresponds to X = —0.5 and
F(—0.5) = 0.125; this is the probability that a can will contain less than 99.5 gallons.

Finally, F(—1) = 0 is the answer to the last question.
18. By differentiation,

fx) =04x if2<x<3, f(x) = 0 otherwise.

Furthermore,
PR5S<X=5=F05)—FQ25) =1-045 = 055,
that is, 55%.
20 PX=c)=PX=b) + P(b <X =) = PX = b) because all probabilities are
nonnegative.

SECTION 22.6. Mean and Variance of a Distribution, page 1075

Purpose. To introduce the two most important parameters of a distribution, the mean
of X (also called expectation of X), which measures the central location of the values of
X, and the variance o2 of X, which measures the spread of those values.

Main Content, Important Concepts

Mean p given by (1)
Variance o2 given by (2), standard deviation o

Standardized random variable (6)

Short Courses. Mention definitions of mean and variance and go on to the special dis-
tributions in the next two sections.

Comments on Content

Important practical applications follow in Secs. 22.7, 22.8, and later.

The transformation theorem (Theorem 2) will be basic in Sec. 22.8 and will have var-
ious applications in Chap. 23.

Moments (8) and (9) will play no great role in our further work, but would be more
important in a more theoretical approach on a higher level. We shall use them in Sec.
23.2.
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SOLUTIONS TO PROBLEM SET 22.6, page 1078

2.

10.
12,

14.

16.

M = 3.5, as follows by symmetry, without calculation. The variance is
o?=%2-252+2-152+2. 0.5%) = 2.916667.

w=lLo?=[ G- 1% =1
0

. u=202=42.1=16
. 20.8% because for a nondefective bolt we obtain

1+0.06 0.06

kf f)dx=750-2 (0.1 + 2)(0.1 — 2)dz = 0.792
1 0

wherex — 1 = z.
About 70
We are asking for the sale x such that F(x) = 0.95. Integration of fCx) gives
Fx) =322 —2x3 if 0=x<1.
From this we get the solution 0.8646, meaning that with a probability of 95% the sale

will not exceed 8646 gallons (because here we measure in ten thousands of gallons).
Thus

—-0.06

P(X = 0.8646) = 0.95

and the complementary event that the sale will exceed 8646 gallons thus has a 5%
chance,

P(X > 0.8646) = 0.05
and then the tank will be empty if it has a capacity of 8660 gallons.
He should pay the expected gain per game, which is the mean of 0.1 X, where X is
the number that shows up; thus,

013
— x = 35 cents.
>
6 x=1

TEAM PROJECT. (a) EX — p) = E(X) — nE(1) = u — p = 0. Furthermore,
0% = E(X — ulP) = BEX* — 2uX + 1
= EQX®) — 2uEX) + p2E(1),
where E(X) = w and E(1) = 1, so that the result follows. The formula obtained has

various practical and theoretical applications.

(b) g(x) = X and the definition of expectation gives the defining formula for the
mean. Similarly for (11). For E(1) we get the sum of all possible values or the
integral of the density taken over the x-axis, and in both cases the value is 1 be-
cause of (6) and (10) in Sec. 22.5.

© EX*) = @*** — d"*Y/[(b — a)(k + 1)] by straightforward integration.

(d) Setx — w = ¢, write 7 instead of £, set 7 = —¢, and use flu—0=f(pn+ d.
Then

EX - u = [ Afu+na= |

0 5
B+ Ddr+ | PR+ nar
o 0

0 o
= [ ~0*fu — i-ap + [ P+ na=0
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© u=20%2=2vy=422=12
(&) f(1) =3, f(—4) = 3, f(5) = §. But for distributions of interest in applications,
the skewness will serve its purpose.

SECTION 22.7. Binomial, Poisson, and Hypergeometric Distributions;
page 1079 »

Purpose. To introduce the three most important discrete distributions and to illustrate
them by typical applications.
Main Content, Important Concepts

Binomial distribution (2)—(4)

“Poisson distribution (5), (6)

Hypergeometric distribution (8)—(10)
Short Courses. Discuss the binomial and hypergeometric distributions in terms of Ex-
amples 1 and 4.

Comments on Content

The “symmetric case” p = g = 1/2 of the binomial distribution with probability function
(2%*) is of particular practical interest. Formulas (3) and (4) will be needed from time to
time. The approximation of the binomial distribution by the normal distribution follows
in the next section.

SOLUTIONS TO PROBLEM SET 22.7, page 1083

2. 1 — 0.75* = 68.36%, where 0.75* is the probability of not hitting the target in the 4
trials.

100\ !
4. f(x) = 0.0470.96'%°~% ~ 4%¢~%/x!. Values 0.018, 0.073, 0.147, 0.195, 0.195,
x

0.156. Sum 0.784. This leaves 21.6% for the remaining x-values.
6. p = 0.02, g = 0.98, hence 0.98!% = 74%

8. Let X be the number of customers per minute. The average number is 120/60 = 2
per minute. Hence X has a Poisson distribution with mean 2. Waiting occurs if
X > 4. The probability of the complement is P(X = 4) = 0.9473 (see Table 6). Hence
the answer is 1 — 0.9473 = 5}%.

10. For this problem, the hypergeometric distribution has the probability function

w-0(°)/6)

The numerical values are
X 0 1 2 3

— 455 525 150 10
PX = x) 1140 1140 1140 1140
These values sum up to 1, as they should.

12. If a package of N = 100 items contains precisely M = 10 defectives, then the prob-
ability that 10 items drawn without replacement contain no defectives is
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0) = 10} /90 100}  90-89---81 - 339
“\o/ \10// \10) T 100-99- o1 T 3%
Answer: 67%, so the method is very poor.

14. TEAM PROJECT. (@) In each differentiation we get a factor x; by the chain rule,
so that

G®W) = 3 x"e"if(x).
J

If we now set ¢ = 0, the exponential function becomes 1 and we are left with the de-
finition of E(X*). Similarly for a continuous random variable.

(d) By differentiation,
G'()) = n(pe* + g)"'pé’,
G"(®) = n(n — 1)(pe* + /" 2(pe)® + n(pet + g)"~pe".
This gives, sincep + g = 1,
EX?) = G"(0) = n(n — 1)p2 + np.
From this we finally obtain the desired result,
0? = EX? — p? = n(n ~ 1p? + np — n®p® = npq.
(e) G(¥) gives G(0) = 1 and furthermore
- G'(0) = e exp [ue'] e’ = pe'Ge),
G"() = pe'lG) + G' @),
EX?) = G"(0) = p + 42,
o? = EX? — w2 = pu.
(f) By definition,

M=Exf(X)=@2x(f) (Nn:x)

“(summation over x from 0 to n). Now

x(M) _ MM - 1) M —x+1)

X x!

_MM-1D---MM—-x+1) _M(M—l)
B (@ — 1) B '

M-1\ IN—-M
=(2) 07
x—1 n—x
Now (14), Sec. 224, is

2()(2)-07

(summationoverkfromOtor).Withp=M— Lk=x—-1,g=N—- M,

x—1
Thus

b
3
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r—k=n—xwehavep+g=N—-1,r=k+n—x=n— 1 and the for-

mula gives
M (N - 1) M
- =n—_—.

BNV
n

SECTION 22.8. Normal Distribution, page 1085

Purpose. To discuss Gauss’s normal distribution, the practically and theoretically most
important distribution, and the practical use of the normal tables.

Main Content, Important Concepts

Normal distribution, its density (1) and distribution function (2)

Distribution function ®(z), Tables A7, A8 in Appendix 5

De Moivre-Laplace limit theorem
Short Course. Emphasis on the use of Tables A7 and A8 in terms of some of the given
examples and problems.

Comments on Content

Most important is that the student learn how to use Tables A7 and A8. Second, the stu-
dent should get a feeling for the distribution of values as expressed in (6) or (7).
Applications of the De Moivre-Laplace theorem follow in Chap. 23.
Bernoulli’s law of large numbers is included in the problem set.

SOLUTIONS TO PROBLEM SET 22.8, page 1090
2. From Table A7 in Appendix 5 we get

112.5 — 105

PX = 112.5) = F(112.5) = CD( S

) = ®(1.5) = 0.9332,

P(X > 100) = 1 — F(100) = 1 — @(@—g——lﬁ) =1-®(C—1)

=1—-(1 — ®1)) = 0.8413,
111.25 — 105) B @(110.5 - 105)
5 5
= $(1.25) — ®(1.1) = 0.8944 — 0.8643
= 0.0301.

P(110.5 < X < 111.25) = CI)(

4. We have

P =0 = o2 =05
K=o = o1 ) =05

Thus, from Table A8 in Appendix 5,
c—36 0
01

This could be seen without calculation. Next,

Px>o=1-o[==2) 201 of<=3) - oo
X>0) = 01 ) U7 01 ) 7
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10.

12.

14.

From the table,
' c— 36
0.1

= 1.282, c = 3.7282.
Finally,

- C —-C
P(—c<X-36=c)=d|—) - o(—<) = 90,
(—c 3.6=c) (0.1) cb(o_l) 99.9%,

c
oL 3.291, ¢ = 0.3291.

- Smaller. This should help the student in qualitative thinking and an understanding of

standard deviation and variance.

. Wehavenp = 4040 - $ = 2020 and o = V npq = V'1010. By the De Moivre-Laplace

theorem we thus obtain

40 — 2020 + 0.5 - - 0.
P(2048§X§4O4O)=¢(400 020 + 0 )_ (2048 2020 05)

V1010 V1010
= 19.3%.

Hence the event actually observed has a not too small probability of occurring under
the assumption that the coin was fair (p = 1).

Applying the De Moivre-Laplace theorem, we get

10
1000
P=> ( ) 0.01%0.991000—=
=0 x

~(D(10— 10+0.5) N (0— 10 - 0.5
V9.9 V9.9

(The exact value is 0.583.)
We get the maximum load ¢ from the condition

) = 0.564.

| PX=c)= @(Eﬂ) = 5%.
50

By Table A8 in Appendix 5,
¢ — 1500

50

TEAM PROJECT. (c) Let ¢ denote the exponential function in (1). Then
14

(oVamf)" = (— x;z“e) = (——12- + (x ;2”)2)e =0, - w?= 0%,

g

= —1.645, c = 1418 kg.

hence x = p + o.
(d) Proceeding as suggested, we obtain

oo oo

1 1
aa—— e
V2 /e 27 Y

1 =) ) 1 27 0
= 5—] f e~ 2e~V12 gy gy = 2—[ f e~ "¢ dr de.
TV T Y “o

The integral over 6 equals 217, which cancels the factor in front, and the integral
over r equals 1, which proves the desired result.

—v2 '
e v/2dv

@2(00) =
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(e) Writing B instead of ¢ in (1) and using (x — w)/B = u and dx = B du, we

obtain .
1 —
e el (5
—u? B o,

_ 2 2 —u?2 _ 2 —u?/2
\/_Bf Bue B du Vo _wue du
\/2_77'[ (—u)(—ue “/2)du (u=x;3/w)

— np2 1 _ —uzlzw 1 ” —u?/2 — n2
B _\/2—77f ue _w+ = f_we du | =p

(f) We have
X
P(;—p'<e)=P([p—e]n<X<[p+e]n)

and apply (11) with a = (p — €)n, b = (p + e)n. Then, since np cancels,
B = (en+ 05)/Vnpg, a= -8,
and o — —, B — © as n — o, Hence the above probability approaches ®()
_ —P(—o0)=1-0=1.
(g) Setx* = cyx + cy. Then (x — w)/o = (x* — p¥)/o* and
Fx*) = P(X* = x%)
=PX =x)
= O((x — w/o)
= O((x* — p*)lo*).

SECTION 22.9. Distributions of Several Random Variables, page 1091

Purpose. To discuss distributions of two-dimensional random variables, with an exten-
sion to n-dimensional random variables near the end of the section.

Main Content, Important Concepts
Discrete two-dimensional random variables and distributions
Continuous two-dimensional random variables and distributions
Marginal distributions
Independent random variables

Addition of means and variances

Short Courses. Omit this section. (Use the addition theorems for means and variances in
Chap. 23 without proof.)

Comments on Content
The addition theorems (Theorems 1 and 3) resulting from the present material will be
needed in Chap. 23; this is the main reason for the inclusion of this section.

Note well that the addition theorem for variances holds for independent random vari-
ables only. In contrast, the addition of means is true without that condition.
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SOLUTIONS TO PROBLEM SET 22.9, page 1099

2.

10.

12,

14.

16.

The answers are 0 and 1/32. Since the density is constant in that triangle, these re-
sults can be seen from a sketch of the triangle and the regions determined by the in-
equalities x >4,y >4andx =1,y = 1, respectively, without any integrations.

- We have to integrate f(x, y) = 1/32 over y from 0 to 8 — x, where this upper inte-'

gration limit follows from x + y = 8. This gives the density of the desired marginal
distribution in the form

1
fl(x)=f0 ZY =7 5* H0=xS8 and 0 otherwise.

- By Theorem 1 the mean is 10 000 - 2 = 20 kg. By Theorem 3, assuming indepen-

dence (which is reasonable), we find the variance 10 000 - 0.032 = 9, hence the stan-
dard deviation 3 grams. Note that the mean is multiplied by » = 10 000, whereas the
standard deviation is multiplied only by Vi = 100.

. From the given distributions we obtain

fix) =25 if098 <x<1.02 and 0 -otherwise,
fo(» =25 if1.00 <y <104 and O otherwise.

A pin fits the hole if X < 1 and P(X < 1) = 50%.

By Theorem 1 the mean is 105 Ib. By Theorem 3, assuming independence, we get
the variance 0.04 + 0.25, hence the standard deviation V0.29 = 0.539 Ib.

No. Whereas for the mean it is not essential that the trials are not independent and
one still obtains from w = M/N (single trial) the result 1= nM/N (n trials) via The-
orem 1, one cannot use Theorem 3 here; indeed, the variance o = M(N — M)/N2
(single trial) does not lead to (10), Sec. 22.7.

(X, Y) takes a value in A, B, C, or D (see the figure) with probability F(b, b,), a
value in A or C with probability F(a;, b,), a value in C or D with probability
F(by, a3), a value in C with probability F(a,, as), hence a value in B with probabil-
ity given by the right side of (2).

X=l.7,1 X=b1

Section 22.9. Problem 14

In the continuous case, (18) is obtained from (17) by differentiation, and (17) is ob-
tained from (18) by integration. In the discrete case the proof results from the fol-
lowing theorem. Two random variables X and Y are independent if and only if the
events of the form a; < X = b; and a, < Y = b, are independent. This theorem can
be proved as follows. From (2), Sec. 22.5, we have

Play <X = b)P(ag < Y = by) = [Fy(by) — Fi(ay)][Falbg) — Falay)).
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In the case of independence of the variables X and ¥ we conclude from (17) that the
expression on the right equals

F(by, bg) — Flay, by) — F(by, ap) + F(ay, ay).
Hence, by (2), -

P(a1<X§b1)P(a2<Y§b2)=P(a1<X§b1,a2<Y§b2).

This means independence of a; < X = by and a, < Y = b,; see (14), Sec. 22.3. Con-
versely, suppose that the events are independent for any ay, by, as, bs. Then

P(a1<X§b1)P(a2<Yébz)=P(al<X§b1,a2<Y§b2).

Let g » —®, ay — —» and set b, = x, by = y. This yields (17), that is, X and ¥
are independent.

SOLUTIONS TO CHAPTER 22 REVIEW, page 1100

26.
28.
30.

32.
34.

36.

38.

40.

4.
46.

O; = 110, Oy = 112, @y = 115
¥ = 111.9, s = 4.0125, s = 16.1
Xmin = X; = Xpay. Sum over j from 1 to n to get
n
N Xpin = 2 Xj = N Xmax-

_ =1
Divide by =. :
HHH, HHT, HTH, THH, HTT, THT, TTH, TIT
Obviously, A C B implies A N B = A. Conversely, if A N B = A, then every ele-
ment of A must also be in B, by the definition of intersection; hence A C B.

) (12) =220, (b (9) - 84 ) (3) (9) = 108,
(a 3 - ’ ) 3 - ’ (C 1 ) - 3

(d) (2) (?) =27, (e) (2) = 1. Note that the sum of (b) through (e) is 220.

fx) =27%, x=1,2,--. From this and the definition of mean we first have
0 ) 1 n
,LL=E x-2_z=2 n(——).
— 2
z=1 n=1
This can be summed by the derivative of the geometric series with g = 3, as follows.
A 1 et 1
2=, X" l=——.
n=0 1 - q n=1 (1 - q)

Now multiply the last series by g to get g/(1 — g)* on the right, and take g = %; then
the right side equals 2 and the left side equals our series for the mean. Hence the an-
sweris u = 2.

6° outcomes. The 6! permutations of 1, 2, 3, 4, 5, 6 are of the desired type. Answer:
61/6% = 5/324 = 1.5%

L3

We first need

M=2f1x(1—x)dx=2(l—l) ==
o 2 3 3°
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In the further integrations we can use the defining integrals of E[X —
and E[(X — p)®] or, more simply,

ot 1 11
2 _ 2y - 2 201 _ — =9l _ 2 _
o =EX") - w 2f0x(1 x) dx 9 2 3 2

and similarly,
E[(X — w?] = EX®) — 3uE(X?) + 3u2EX) — uB
= E(X®) — 3uE(X?) + 2u3

1
=2fx3(1—x)dx—3-
[}

This gives

48. 0.1587, 0.6306, 0.5, 0.4950
§0. 25.71 cm, 0.0205 cm



CHAPTER 23 Mathematical Statistics

300

Changes

The first section on random sampling is new. At the end of the chapter an introduction
to correlation analysis has been added.

SECTION 23.1. Introduction. Random Sampling, page 1104

Purpose. To explain the role of (random) samples from populations.
Main Content, Important Concepts

Population

Sample

Random numbers, random number generator
Sample mean: X; see (1)

Sample variance s2; see (2)

Comments on Content

Sample mean and sample variance are the two most important parameters of a sample.
X measures the central location of the sample values and s their spread (their variabil-
ity). Small s may mdlcate high quality of production, high accuracy of measurement, etc.

Note well that X and s? will generally vary from sample to sample taken from the same
population, whose mean u and variance o2 are unique, of course. This is an important
conceptual distinction that should be mentioned explicitly to the students.

SECTION 23.2. Estimation of Parameters, page 1106

Purpose. As a first statistical task we discuss methods for obtaining approximate values
of unknown population parameters from samples; this is called estimation of parameters.
Main Content, Important Concepts

Point estimate, interval estimate
Method of moments
Maximum likelihood method

SOLUTIONS TO PROBLEM SET 23.2, page 1108

4. 1 = 1/(b — a)" is maximum if b — a is as small as possible, that is, a equal to the
smallest sample value and b equal to the largest

6. u=1640=%x

8. 0=1x=2, Fx)=1-¢" *if x = 0 and 0 otherwise. A graph shows that the
step function F(x) (the sample distribution function) approximates F(x) reasonably
well. (For goodness -of fit, see Sec. 23.7.)
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10. The likelihood function is (we can drop the binomial factors)
I=ph —pyh.. - pPm(1 — pyrThm

= pat o thm(] — pym—Gerte ey
The logarithm is
Inl=((k, +---+k,)Inp + [rm = (ky + - - + k)] In(1 — p).
Equating the derivative with respect to p to zero, we get
1
1-p°

(k1+--'+km)’%=[nm—(k1+---+km)]

Multiplication by p(1 — p) gives
(ke 4o ko)1= p) = [am = Gy + -+ + k).

By simplification,
ky +- -+ +k, = nmp.
The result is

1 m
p=—. k;.
i=1

12. The likelihood function is

I=f=p1-pyt
The logarithm is
Inl=lp+x-0DIn{d — p).

Differentiating and equating the derivative to zero, we get

1 -1
—-I" =
p 1-p
Hence the answer is
R 1
p=—.
x

14. p = 2/(7 + 6) = 2/13, by Prob. 13.

SECTION 23.3. Confidence Intervals, page 1109

Purpose. To obtain interval estimates (“confidence intervals”) for unknown population
parameters for the normal distribution and other distributions.

Main Content, Important Concepts
Confidence interval for y if o is known
Confidence interval for u if o2 is unknown
t-distribution, its occurrence (Theorem 2)
Confidence interval for o2
Chi-square distribution, its occurrence (Theorem 3)
Distribution of a sum of independent normal random variables

Central limit theorem
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Comments on Content

The present methods are designed for the normal distribution, but the central limit theo-
rem permits their extension to other distributions, provided we have available sufficiently
large samples.

The theorems giving the theory underlying the present methods also serve as the the-
oretical basis of tests in the next section. Hence these theorems are of basic importance.

We see that, although our task is the development of methods for the normal distribu-
tion, other distributions (¢ and chi-square) appear in the mathematical foundation of those
methods.

SOLUTIONS TO PROBLEM SET 23.3, page 1117

2.

4.

10.

12.

2.576 - 3/V100 = 0.773. Length increase by 30%. The shift of ¥ causes a corre-
sponding shift (3 units) of the interval. '

n =28, c=1.960,x = 10.25, k£ = 0.832, so that we obtain the confidence interval

. Reduction of the sample size by a factor 4 corresponds to an increase of the length

by a factor 2.

. n = 290 gives L/o = 0.3, hence L = 0.18, L/2 = (.09, so that the confidence inter-

val is
CONFq 69{16.21 = p = 16.39}.

n— 1= 4; F(c) = 0.995 gives ¢ = 4.60. From the sample we compute

X = 659.2, s% = 22.70.

Hence £ = 9.8 in Table 23.2, 4th step. This gives the confidence interval
CONF( 09{649.4 = 1 = 669.0}.

n=24000,% = 12012, p = X/n = 0.5005. Now the random variable

X = Number of heads in 24 000 trials

is approximately normal with mean 24 000p and variance 24 000p(1 — p). Estima-
tors are

24 000p = 12012 and 24 000p(1 — p) = 5999.99.

For the standardized normal random variable we get from Table A8 in Appendix 5
and ®(c) = 0.995 the value

c* — 12012
c=2576 = W
and
c* — 12012 = 2,576 V6000 = 199.5
so that
CONF,go{11 812 = p = 12212}

and by division by #,
' CONF 99{0.492 = p = 0.509}.
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14.

16.

18.

20.

n — 1 = 9 degrees of freedom, F(c;) = 0.025, c1 = 2.70, F(cg) = 0.975, cy. = 19.02
from Table A10. From the sample,

X = 2535, 9s% = 54.5,

Hence k; = 54.5/2.70 = 20.19, k, = 54.5/19.02 = 2.86. From Table 23.3 we thus
obtain the confidence interval ’

CONF, 45{2.8 = 0% = 20.2}.

n — 1 = 7 degrees of freedom, F(c;) = 0.025, ¢1 = 1.69, F(cy) = 0.975, ¢, = 16.01
from Table A10. From the sample,

x = 17.7625, (n — 1)s® = 752 = 0.73875.
Hence k; = 0.437, ky = 0.046. The answer is
CONF, 5{0.046 = o2 = 0.437).

By Theorem 1 in this section and by Team Project 14(g) in Sec. 22.8, the distribu-
tion of 4X; — X, is normal with mean 4 - 16 — 12 = 52 and variance 16 - 8 + 2=
130.

By Theorem 1, the load Z is normal with mean 40N and variance 4N, where N is the
number of bags. Now

2000 — 40N

—F—] =095

= 2000) =
P(Z = 2000) q:( e

gives the condition

2000 ~ 40N _ 645
2VN

by Table A8. The answer is N = 49 (since N must be an integer).

1

SECTION 23.4. Testing of Hypotheses, Decisions, page 1118

Purpose. Our third big task is testing of hypotheses. This section contains the basic ideas
and the corresponding mathematical formalism. Applications to further tasks of testing
follow in Secs. 23.5-23.8.

Main Content, .Important Concepts

Hypothesis (null hypothesis)

Alternative (alternative hypothesis), one- and two-sided
Type I error (probability & = significance level)

Type II error (probability B; 1 — B = power of a test)
Test for u with known o (Example 2)

Test for u with unknown o2 (Example 3)

Test for o (Example 4)

Comparison of means (Example 5)

Comparison of variances (Example 6)
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Comment on Content

Special testing procedures based on the present ideas have been developed for control-
ling the quality of production processes (Sec. 23.5), for assessing the quality of produced
goods (Sec. 23.6), for determining whether some function F(x) is the unknown distribu-
tion function of some population (Sec. 23.7), and for situations in which the distribution
of a population need not be known in order to perform a test (Sec. 23.8).

SOLUTIONS TO PROBLEM SET 23.4, page 1127

2.

If the hypothesis p = 0.5 is true, X = Number of heads in 4040 trials is ap-
proximately normal with p = 2020, o2 = 1010 (Sec. 22.8).
PX = ¢) = ®([c — 2020]/V1010) = 0.95, ¢ = 2072 > 2048, do not reject the
hypothesis. : '

. Left-sided test, o®/n = 9/20 = 0.45. From Table A8 in Appendix 5 we obtain

_ ¢ — 60.0
PX) = - =Pl —————] = 0.05.
X) C}ﬂ 60.0 ( o3 )

¢ = 60.0 —1.645V0.45 = 589 > %

Hence

and we reject the hypothesis.

6. We obtain
(57.0) = P = ¢)pgr = @(M) = B(2.83) = 993%
i . =C =57 \/(m . 4 70.
10. Hypothesis uy = 35 000, alternative p > 35 000. Using the given data and Table A9,

12.

14.

we obtain
t = (37000 — 35000)/(5000/V25) = 2.00 > ¢ = 1.71.

Hence we rejecf the hypothesis and assert that the manufacturer’s claim is justified.
Hypothesis Hy: not better. Alternative H,: better. Under H,, the random variable

X = Number of cases cured in 400 cases

is approximately normal with mean u = np = 300 and variance o2 = npg = 75.
From Table A8 and o = 5% we get

(c —300)/V75 = 1.645, c =300 + 1.645V75 = 314.

Since the observed value 310 is not greater than ¢, we do not reject the hypothesis.
This indicates that the results obtained so far do not establish the superiority.
We test the hypothesis 0,2 = 25 against the alternative that o2 < 25. As in Exam-
ple 4, we now get
Y = (n— 1)S%0y? = 275%125 = 1.0852.
From Table A10 with 27 degrees of freedom and the condition
PA<o)=a=5% we get c =16.2.

Since y = 1.08s% = 1.08 - 3.5% = 13.23 < ¢ and the test is left-sided, we reject the
hypothesis and assert that it will be less expensive to replace all the batteries simul-
taneously.
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16. We test the hypothesis 01 = 0,” against the alternative 0,2 > 0,2, We proceed as
in Example 6. By computation,

Vo = 5,%s,% = 350/61.9 = 5.65,

For a = 5% and (5, 6) degrees of freedom. Table A1l gives 4.39. Since 5.65 is
greater, we reject the hypothesis and assert that the variance of the first population is
greater than that of the second.

18. In this two-sided test we use (11), obtaining

L /12-18-28 ° 10~ 14 _ _3sg
° 30 VI1-9+17-9 o

From the t-table with n; + ny — 2 = 28 degrees of freedom we obtain cy = 2.05
corresponding to 973% and —2.05 for 24%, by symmetry. Since —3.58 < —2.05, we
reject the hypothesis and assert that the population means are different.

SECTION 23.5. Quality Control, page 1128

Purpose. Quality control is a testing procedure performed every hour (or every half hour,
etc.) in an ongoing process of production in order to see whether the process is running
properly (“is under control,” is producing items satisfying the specifications) or not (“is
out of control”), in which case the process is being halted in order to search for the trou-
ble and remove it. These tests may concern the mean, variance, range, etc.

‘ Main Content

Control chart for the mean
Control chart for the variance

Comment on Content

Control charts have also been developed for the range, the number of defectives, the num-
ber of defects per unit, for attributes, etc. (see the problem set).

SOLUTIONS TO PROBLEM SET 23.5, page 1132

2.1*3-002/V4=1=+0.03

4. Decrease by a factor V2 = 1.41, By a factor 2.58/1.96 = 1.32. Hence the two op-
erations have almost the same effect.

6. LCL = 3.5, UCL = 6.5
8. The sample range tends to increase with increasing n, whereas o remains unchanged.
10. The random variable Z = Number of defectives in a sample of size n has the variance
npq. Hence X = Z/n has the variance o? = npg/n® = 0.04 - 0.96/100 = 0.000 384.
This gives
' UCL = 0.04 + 30 = 0.0988.
From the given values we see that the process is not in control.
12. Choose 4 times the original sample size.

14. LCL = npg — 2.580 Vn, UCL = nuy-+ 2.580 Vn, as follows from Theorem 1 in
Sec. 23.3. .
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SECTION 23.6. Acceptance Sampling, page 1133

Purpose. This is a test for the quality of a produced lot designed to meet the interests of
both the producer and the consumer of the lot, as expressed in the terms listed below.

Main Content, Important Concepts

Sampling plan, acceptance number, fraction defective

Operating characteristic curve (OC curve)

Acceptable quality level (AQL)

Rejectable quality level (RQL)

Rectification

Average outgoing quality limit (AOQL)
Comments on Content

Basically, acceptance sampling first leads to the hypergeometric distribution, which, how-
ever, can be approximated by the simpler Poisson distribution and simple formulas re-
sulting from it, or in other cases by the binomial distribution, which can in turn be ap-
proximated by the normal distribution. Typical cases are included in the problem set.

SOLUTIONS TO PROBLEM SET 23.6, page 1136

2,

4.

10.

12.

We expect a decrease of values because of the exponential function in (3), which in-
volves n. The probabilities are 0.9098 (down from 0.9825), 0.7358, 0.0404.

P(A; 6) = e~2%%(1 + 200) from (3). From Fig. 504 we find « and B. For § = 1.5%
we obtain P(A; 0.015) = 96.3%, hence a = 3.7%. Also B = P(A; 0.075) = 55.8%,
which is very poor.

. [6e73°°(1 + 300)]" = 0 gives 6 = 0.054 and the value 0.028.
. The approximation is 8°%(1 — 6)2 and is fairly accurate, as the following values show:

0 Exact (2D) Approximate
0.0 1.00 1.00
0.2 0.63 0.64
0.4 0.35 0.36
0.6 0.15 0.16
0.8 0.03 0.04
1.0 0.00 0.00

From the definition of the hypergeometric distribution we now obtain

200) (20 - 200) / (20) _ (20 — 200)(19 — 206)(18 — 206)
o/ \ 3 3 6840 :

This gives P(4; 0.1) = 0.72 (instead of 0.81 in Example 1) and P(4; 0.2) = 0.49 (in-
stead of 0.63), a decrease in both cases, as had to be expected.

P(4; ) = e72%%1 + 200). [6P(A; 6]' = 0 gives 6 = 6, = 0.0809, 6,P(A; 6,) =
0.0420.

PA; 6) = (
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14. For 6 = 0.05 we should get P(4; 6) = 0.98. (Figure 504 illustrates this, for differ-
ent values.) Since n = 100, we get np = 5 and the variance npg =5-0.95 = 475.
Using the normal approximation of the binomial distribution, we thus obtain, with ¢
to be determined,

c

100 c—5+0.5 0-5-05
0.05%0.95'°% =~ <I>( ) - fI)( ) = (.98,
,Eo ( x ) V4.75 V4.75

c—5+05 —-55
d = ) + 0.98 = 0.9859.
( V4.75 ) ( V4.75

From this and Table A8 we get (by interpolation)

¢ =45+ 2214V4.75 = 9.325.

The answer is that we should choose 9 or 10 as c.

SECTION 23.7. Goodness of Fit. x?-Test, page 1137

Purpose. The y-test is a test for a whole unknown distribution function, as opposed to
the previous tests for unknown parameters in known types of distributions.
Main Content

Chi-square test

Test of normality

Comments on Content
The present method includes many practical problems, some of which are illustrated in
the problem set.

Recall that the chi-square distribution also occurred in connection with confidence in-
tervals and in our basic section on testing (Sec. 23.4).

SOLUTIONS TO PROBLEM SET 23.7, page 1140

2. xo> = 0.4 < ¢ = 3.84. Assert that the coin is fair.
4. x> =94.19 > 11.07, reject. As usual, it is interesting to see the contributions of the

various terms to xo?. In the present case these vary considerably, between 1.6
and 52:

1.628 + 26.582 + 7.426 + 52.250 + 3.945 + 2.359.

6. xo® =313 - 82+ (3 - 82+ (8 — 8)?] = 625 > 3.84 because p = (13 + 3 +
8)/600 = 4% was estimated, so that we have K — 1 — 1 = 1 degree of freedom. The
difference between the numbers of defectives is significant.

8. The maximum likelihood estimates for the two parameters are x = 59.87, § = 1.504.
K ~ 1 — 2 = 2 degrees of freedom. From Table 23.10 we get the critical value
9.21 > 2 = 6.10. Accept the hypothesis that the population from which the sam-
ple was taken is normally distributed. y,2 is obtained as follows.
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10.
12.

14.

x— X x—Xx .
x p <I>( P ) Expected Observed Terms in (1)

58.5 —0.91 0.1812 14.31 14 0.01
59.5 —0.25 0.4028 17.51 17 0.01
60.5 0.42 0.6623 20.50 27 2.06
61.5 1.08 0.8608 15.68 8 3.76
11.00 13 0.36

X0 = 6.20

‘Slightly different results due to rounding are possible.

Let 50 + b be that number. Then 256%/50 > ¢, b > 5\/E, 50 + b = 60, 63, 64.

K = 2 classes (dull, sharp). Expected values 10 dull, 390 sharp; 1 degree of freedom;
hence
oo =8 +45 =503 >384

Reject the claim. Two things are interesting here. First, 16 dull blades (an excess of

60% over the expected value!) would not have been sufficient to reject the claim at

the 5% level. Second, 49/10 contributes much more to x,2 than 49/390 does; in other

applications the situation will often be qualitatively similar.

TEAM PROJECT. n =3 - 77 = 231.

(@) a; = 231/20 = 11.55, K = 20, Xoo = 2432 < ¢ = 30.14 (a = 5%, 19 degrees
of freedom). Accept the hypothesis.

(B) xo> = 13.10 > ¢ = 3.84 (e = 5%, 1 degree of freedom). Reject the hypothesis.

(©) xo2 = 10.62 > c = 3.84 (a = 5%, 1 degree of freedom). Reject the hypothesis.

SECTION 23.8. Nonparametric Tests, page 1142

Purpose. To introduce the student to the ideas of nonparametric tests in terms of two typ-
ical examples selected from a wide variety of tests in that field.

Main Content

Median, a test for it

Trend, a test for it

Comment on Content

Both tasks have not yet been considered in the previous sections. Another approach to
trend follows in the next section.

SOLUTIONS TO PROBLEM SET 23.8, page 1143

2.

4.

1%+ 6-@%)° + 15-(4)® = 34% is the probability of at most 2 negative values if
M = 0, which we do not reject.

We drop 0 from the sample. Let X = Number of positive values. Under the hypoth-
esis we get the probability

9\ [1V°
PX=09) = o) \2 = 0.2%.

Accordingly, we reject the hypothesis that there is no difference between A and B
and assert that the observed difference is significant.
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10.

12.

14.

- Under the hypothesis the probability of obtaining at most 3 negétive differences

(80 — 85,90 — 95, 60 — 75) is

BT (-3 (3] -von

We reject the hypothesis and assert that B is better.

. Let X = Number of positive values among 8 values. If the hypothesis is true, a pos-

itive value is as probable as a negative value and thus has probability 1/2. Hence, un-
der the hypothesis the probability of getting at most 1 positive value is

P=%+48-1%=359
Hence we reject the hypothesis and assert that the setting is too low.
n = 5 values, with 2 transpositions, namely,
111.1 before 110.9 and 111.0,
so that from Table A12 we obtain
PT=2)=0117
and we do not reject the hypothesis.
n = 8 values, with 4 transpositions, namely,
33.4 before 31.6
35.3 before 31.6, 35.0
37.6 before 36.5.
Table A12 gives.
P(T = 4) = 0.007.

Reject the hypothesis that the amount of fertilizer has no effect and assert that the
yield increases with increasing amounts of fertilizer. :

We order bylincreasing x. Then we have 10 transpositions:
418 > 301, 352, 395, 375, 388
395 > 375, 388
465 > 455
521 > 455, 490

Hypothesis no trend, alternative positive trend, P(T < 10) = 1.4% by Table A12 in
Appendix 5. Reject the hypothesis.

SECTION 23.9. Regression Analysis. Fitting Straight Lines, page 1145

Purpose. This section is a short introduction to regression analysis, restricted to linear re-
gression and involving the famous least squares principle.

M

ain Content

Distinction between correlation and regression
Gauss’s least squares method
Sample regression line, sample regression coefficient

Population regression coefficient, a confidence interval for it
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SOLUTIONS TO PROBLEM SET 23.9, page 1150

2.
4.
6.

10.

y=2-— 055
y =299, k=1/299

y = —120.5 + 9.15x, ¥(35) = 200. The negative constant —120.5 simply indicates
that our linear interpolation by the least squares principle is meaningful only over a
relatively short interval where we can approximate the actual function y(x) by a lin-
ear function. :

. X =25,5,.2 =53,y = 7475, 5,2 = 14,9225, 354y = 14.95, k; = 2.99, g = 0.067,
¢ = 4.30 (2 degrees of freedom) from (13) and the #-table, K = 0.35197, so that the
answer is

CONFj95{2.63 = K; = 3.34}.

Multiplying out the square,'we get three terms, hence three sums,
E(Xj _3_5)2 = Esz - 2)?2 x; + nx2
2 1 2
=D x? - zzxizxj +n ;ij

and the last of these three terms cancels half of the second term, giving the result.

SECTION 23.10. Correlation Analysis, page 1150

Purpose. Correlation analysis deals with the interrelation of X and Y in a two-dimensional
random variable (X, Y). This section is an introduction without proofs.

Main Content, Important Concepts

Sample covariance s,

Sample correlation coefficient r

Population covariance Oxy

Population correlation coefficient p

Independence of X and Y implies p = 0 (“uncorrelatedness™).

Two-dimensional normal distribution

If (X, Y) is normal, p = O implies independence of X and Y.

Test for p = 0

SOLUTIONS TO CHAPTER 23 REVIEW, page 1153

26. = 20.325, s% = 4.551, s = 2.133

28. 4= 20.325, 6% = (7/8)s®> = 3.982

30. k = 1.96 - 5/\V500 (see Table 23.1 in Sec. 23.3). CONFyg5{21.56 = u = 2244}
32. k = 2.576 - 3.2/V/8 = 3.0 (Table 23.1 in Sec. 23.3). CONFy 69{28.4 = p = 34.4}
34. k = 2.06 - 7/V2 = 2.9 from the t-table in Appendix 5 with 24 degrees of freedom.

36.

CONF g5{113.1 = u = 118.9}
n — 1 = 3 degrees of freedom, F(c;) = 0.025, ¢; = 0.22, F(cy) = 0.975, ¢y = 9.35
from Table A10 in Appendix 5; hence k; = 0.05/0.22 = 0.227, k, = 0.05/9.35 = 0.005
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38.

40.

42.

46.

48.

50.

by Table 23.3 in Sec. 23.3. The answer is
CONF;05{0.005 = ¢2 = 0.227}.
The test is two-sided. We have o/n = 0.025, as before. Table A8 gives

c— 150
V0.025

and 15.0 — 0.31 = 14.69 as the left endpoint of the acceptance region. Now ¥ =

14.5 < 14.7, and we reject the hypothesis.

We proceed as in Example 3 in Sec. 23.4. The test is right-sided. From Table A9 with

n — 1 = 19 degrees of freedom and

PT>),, =001, thus PT=c),, =099

P(X < ¢)150 = q:( ) =0.975, ¢=15.31

we get ¢ = 2.54. From the sample we compute

; 29.8 — 28.0 735 >

= — =1, ¢
V1.2/V20

and reject the hypothesis.

X =376.3,5 = 3353, 5;,% = 1009.3, 5,2 = 869.3, 1, = 1.64 < ¢ = 2.92 (a = 5%,
2 degrees of freedom); do not reject the hypothesis.

. Because the sample size 7 is finite.

a=1-(1~ 6° = 585%, when § = 0.01. For § = 15% we obtain 8 =
(1-6°%=2377%.Ifn increases, so does «, whereas B decreases.

We drop the two rods of exact length. Then we have a sample of 18. Under the hy-
pothesis that no adjustment is needed, longer rods and shorter rods have the same
probability 3. Hence the probability of getting three or fewer shorter rods is

&)1 + 18 + 153 + 816) = 0.0038

and we reject the hypothesis and accept the alternative.
=34 — 1.85x







